N
N

N

Impact of the occupancy

HAL

open science

scenario on the hygrothermal

performance of a room
Rudy Bui, Matthieu Labat, Sylvie Lorente

» To cite this version:

Rudy Bui, Matthieu Labat, Sylvie Lorente. Impact of the occupancy scenario on the

hygrothermal performance of a room.

Building and Environment, 2019, 160, pp.106178.

10.1016/j.buildenv.2019.106178 . hal-02165644

HAL Id: hal-02165644
https://hal.insa-toulouse.fr /hal-02165644

Submitted on 26 Jun 2019

HAL is a multi-disciplinary open access
archive for the deposit and dissemination of sci-
entific research documents, whether they are pub-
lished or not. The documents may come from
teaching and research institutions in France or
abroad, or from public or private research centers.

L’archive ouverte pluridisciplinaire HAL, est
destinée au dépot et a la diffusion de documents
scientifiques de niveau recherche, publiés ou non,
émanant des établissements d’enseignement et de
recherche francais ou étrangers, des laboratoires
publics ou privés.


https://hal.insa-toulouse.fr/hal-02165644
https://hal.archives-ouvertes.fr

Impact of the occupancy scenario on the

hygrothermal performance of a room

Rudy Bui, Matthieu Labat™®, Sylvie Lorente

May 30, 2019

LMDC, Université de Toulouse, UPS, INSA, France

* corresponding author at LMDC, INSA /UPS Génie Civil, 135 Avenue de Rangueil, 31077 Toulouse
cedex 04 France.

E-mail address: m_labat@insa-toulouse.fr

Abstract

Nowadays, humidity in buildings has become a major concern because
it affects their energy performance, the occupants’ comfort and health, and
the durability of materials simultaneously. To understand the behavior of
buildings towards humidity, numerical models are needed. However, the sen-
sitivity of these models to the indoor sources, especially the ones related to the
occupants’ presence and activities, has not been thoroughly assessed in the
literature. This article proposes to introduce a methodology to investigate the
impact of the occupancy profiles of presence on the hygrothermal performance
of aroom. A hygrothermal model at room scale is developed and coupled with
a platform called No-MASS, which provides stochastic occupancy scenarios
for office buildings. Four occupancy scenarios representative of the scenarios
commonly found in the literature are studied: a stochastic scenario, an aver-

age scenario derived from multiple stochastic ones, a constant scenario, and



the French regulatory scenario. Comparing the results obtained with the dif-
ferent occupancy scenarios underlined a non-negligible impact of the scenario
on indoor heat and moisture balance, mainly due to the consideration of a

seasonal effect for the stochastic one.

Keywords heat and mass transfer; occupants’ presence modelling; hygrothermal

performance; numerical modelling

Nomenclature

Greek letters

) Permeability (s)

€ Emissivity

K Absorptivity

v Relative humidity

p Density (kg/m?)

o Stefan-Boltzmann constant (1W/(m?2.K*))

Latin letters

m Vapor flux (kg/s)

Q Heat flux (W)

A Surface (m?)

a,c Empirical parameters

Cp Heat capacity (J/(kg.K))

dt Time step (s)

g Mass flux density (kg/(m?.s))

h Convective transfer coefficient (kg/(m?.s.Pa)) or (W/(m?.K))
k Thermal conductivity (W/(m.K))

L Latent heat (J/kg)



n Ventilation rate (s7!)

P Pressure (Pa)

q Heat flux density (W/m?)
R Ideal gas constant (J/(kg.K))
S Source term (kg/s) or (W)
T Temperature (K)

t Time (s)

1% Volume (m?)

w Water content (kg/m?)

x Mass ratio

Subscripts

a Air

AC Air-conditioner

atm Atmosphere

c Capillary

conv Convective

crit Critical

dehumid  Dehumidifier
ext Exterior

humaid Humidifier

nt Interior
sat Saturation
v Vapor
ventil Ventilation



1 Introduction

With the growing energy consumption of buildings, strategies to save energy
have become a priority. Consequently, building insulation is constantly improving,
leading to airtight constructions. However, this also raises new challenges, especially
issues related to humidity in buildings as it has a simultaneous impact on the energy
consumption, the occupants’ comfort and health, and the durability of materials.
The main phenomena influencing indoor humidity balance are the moisture interac-
tions between indoor air and walls, the ventilation and the indoor moisture sources
[1]. To investigate these issues, numerical hygrothermal models are needed. Many
models already exist in the literature; MATCH [2] and WUFI [3] can be mentioned
among others. Refs. [4] and [5] are referred to as reviews on hygrothermal models.

What differs greatly from one hygrothermal model at room scale to another is
the description of indoor sources, especially those related to the occupants’ presence
and activities. The simplest approach is to assume that the occupants generate
a constant amount of water vapor throughout the day due to their presence and
activities. This is exemplified in Ref. [6], in which a constant production of 7.7
kg/day plus 1kg/day on wash day was selected. In Ref. [7], it was shown that a
constant production rate of 270 g/h was representative of a family of four based on
the review of 9 studies in the literature.

Another widespread approach is to assume a deterministic scenario, meaning
that the occupants are present every day at fixed times. It is worth noting that
the French regulation RT 2012 [8] governing the construction of new buildings uses
deterministic occupancy scenarios to size the air-conditioning system. In Ref. [9],
the moisture production rate due to the occupants’ presence was 3 g/m?/h during
occupied periods and 0.5 g/m?/h during unoccupied periods. This study aims to
develop a whole-building hygrothermal model by considering the occupants’ pres-
ence and to propose an estimation of the effect of walls moisture buffering on the

occupants’ comfort and the energy consumption. In Ref. [10], a production rate of

4



0.5 g/m3/h was selected with peaks in the morning and in the evening at 8 g/m3/h
am and 4 g/m3/h respectively. Among hygrothermal studies using a deterministic

occupancy scenario, Refs. [11] and [12] are worthy of attention.

While deterministic scenarios are easy to implement, they do not mirror the
occupants’ real behavior in buildings. Therefore, stochastic models might be an
interesting alternative. Rather than defining fixed presence times, such models con-
sider probabilities of presence. This is an emerging approach in the field of energy
performance. For example, in Ref. [13], a stochastic model of presence based on
inhomogeneous Markov chains was developed. It was then calibrated with data ob-
tained by monitoring a university building for 5 years. This model and numerous
activity models, were successfully employed in Ref. [14] to quantify the influence
of the occupants on a building energy performance based on a sensitivity analysis.
In Ref. [15], a wide range of activities were modelled. The activities having the
most impact on the energy performance of a building were extracted from Time
Use Survey (TUS) data. The occupants’ interactions with windows and blinds were
modelled in Refs. [16] and [17] on the basis of their real behavior in an office build-
ing. The validation was based on the monitoring of a building for 7 years. The
Lightswitch-2002 model [18] was developed to predict the use of lighting by oc-
cupants. Additionally, a platform combining presence and activity modelling for
offices and residential houses was proposed in Ref. [19], where a comparison with
a deterministic scenario was also provided to quantify the difference in heating and
cooling demand. This work demonstrated that a deterministic scenario could lead
to an underestimation of 20% in heating and cooling demand. These examples point
out that models of occupants’ presence and activities are still undergoing develop-
ment in the field of energy performance. A more complete state of the art on the

stochastic functionality of several models can be found in Ref. [20].

To date, few hygrothermal model include the stochastic nature of the occupants’

behavior. The state of the art presented in Ref. [21] shows that among 9 hy-



grothermal models, none took it into consideration. Recently, Ref. [22] introduced
a methodology to estimate the moisture buffering effect of walls subjected to realis-
tic conditions depicted by the stochastic modelling of the occupants’ presence and
activities. Labat and Woloszyn’s stochastic modelling [21] was based on a TUS car-
ried out in Belgium. They selected a profile corresponding to a student or a young
working individual. A comparison between a stochastic and a constant occupancy
scenario highlighted an underestimation of 50 to 80% of the flux exchanged between
the air and the walls when a constant moisture rate was applied. In this study,
only an ideal heating system with a set point temperature of 20°C was modelled.
Finally, Winkler et al. [23] modelled the occupants’ behavior in a stochastic way
and took into consideration the vapor production due to their presence and activi-
ties. The variations in internal loads related to the occupants significantly impacted
the indoor humidity. Also, it was showed that the moisture buffering effect of the
walls had a limited impact on the indoor humidity compared to the regulation of

the air-conditioning system.

This short literature review shows that the use of stochastic occupancy scenarios
in hygrothermal models is not common, but a few examples have been proposed
recently. To investigate the relevance of using stochastic scenarios in hygrother-
mal modelling, this paper proposes an estimation of the impact of the occupancy
scenario on indoor heat and moisture balances. A numerical methodology is pre-
sented that takes the heat and moisture exchange with the walls into account as
well as the indoor sources represented by an air-conditioning system and the occu-
pants’ presence and activities. A study of the occupancy scenario was conducted
to quantify its impact on performance indicators: the energy consumption of the
air-conditioning equipment, the indoor hygric comfort and moisture-related risks

concerning the walls.

Firstly, the whole methodology applied to a specific case study is presented in



Section 2. The coupled heat and moisture transfer model at wall scale is described in
Section 3, followed by the indoor sources in Section 4. The performance indicators
used to quantify the hygrothermal performance of a room are defined in Section 5.
Finally, different occupancy scenarios are modelled (Section 6) and their impact on

the performance indicators is assessed in Section 7.

2 Methodology

The hygrothermal performance of a room is strongly dependent on the indoor
air ambient conditions (temperature and relative humidity). The factors influencing
these conditions are the heat and moisture exchange with the walls and the indoor

sources. This is illustrated by Fig. 1.

Solar radiation

Atmosphere

Air-conditioning

AN systems
Exterior boundary "~ < ™
conditions T X t s
~ el
Wind { . E
Heat & Vapor
production

/\

Multilayer wall

S Heat & Mass
|:: e fl> transfer

Figure 1: Schematic representation of the different modelling elements

In buildings, heat and moisture sources (th and m;,,;) are determined by the
occupants’ presence and activities and by the use of air-conditioning equipment.

Therefore, modelling these different parts is a necessity in order to propose an esti-
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mation of the energy consumption and the comfort conditions of a room. The first
step towards this goal is to write the mass and energy balance equations for indoor

air. The mass conservation equation at the room scale is given by Eq. (1):

Panatm apv,int _
(patm - pv,int)2 at

- S it = ittt + et + e (1)
where R, is the specific gas constant of air (J/(kg.K)), R, is the specific gas constant
of water vapor (J/(kg.K)), p is the density (kg/m?), V is the volume of the room
(m3), Patm is the atmospheric pressure (Pa), p, is the water vapor pressure (Pa), t is
the time (s), subscripts a, v and int stand for air, vapor and interior respectively,
Mauwans 18 the convective water vapor exchange with the walls (kg/s), Myens 18 the
vapor exchange with the exterior environment due to the ventilation (kg/s) and 1,
is the indoor vapor source/sink term (kg/s). The development of the right hand
side of Eq. ( 1) is given by Eq. (2):

mwalls = Z Ajhm,int<p’u,is,j - pv,int)
’ (2)

- Ra Du,ext DPuint
Myentil = &5 ° panv -
Rv Patm — Pu,ext Patm — Pu,int

where A; is the surface of the wall j (m?), h,, is the convective mass transfer
coefficient (kg/(m?.s.Pa)), n is the air change rate due to the ventilation (s~!) and

subscripts is and ext stand for interior surface and exterior respectively.
Eq. (3) also gives the energy balance, similarly to the mass balance equation,

but includes the latent heat contribution:

Ra DPu,int aT‘znt
o Cp0)
Rv Patm — Du,int at

= Qwalls + Qventil + Qint + (CZ%UT + LU) Z ml

paV (cpa +

where ¢, is the heat capacity (J/(kg.K)), T is the temperature (K) Q is the

walls
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convective heat exchange with the walls (W), Q,.,.;; is the heat exchange with the
exterior environment due to the ventilation (W), Q,,, is the indoor heat source /sink
term (W) and L, is the latent heat of vaporization (J/kg). Eq. (4) details the right

hand side of Eq. (3):

Qwalls = Z Ajhh,int(,-z—;s,j - ,I'mt)
J
Qventil = nVPan,a (Tezt - Ent)

The exchanges between the indoor air and the walls, characterized by m.qus and
Qwalls? depend on the hygrothermal transfer through the walls. Hence, the coupled

heat and moisture transfer at wall scale has to be studied first.

3 Coupled heat and moisture transfer in the walls

3.1 Governing equations

Transfer in porous materials is governed by mass and energy conservation equa-
tions. The governing equations used in this work are taken from Refs. [24] and
[25], and are written for a one-dimensional case. They are briefly presented in this
section; the full demonstration can be found in Ref. [24].

Mass conservation accounts for water vapor and liquid water transport described

by Fick’s and Darcy’s laws respectively (Eq. (5)):

aw o a apc apv
ot ox <5l8x_5vﬁx) (5)

where w is the water content of the material (kg/m?), d; is the liquid water perme-

ability (s), p. is the capillary pressure (Pa) and 0, is the water vapor permeability

(s).

While heat transfer is driven by the temperature, different driving potentials may
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be used for the moisture transport. According to a literature review (not presented
here), models using the capillary pressure perform better — regarding accuracy
and numerical performance — than the ones using other driving potentials such as
the water content [26], the vapour pressure [27], the relative humidity [3] or the
logarithm of the capillary pressure [28]. Hence, it was chosen as the mass driving

potential. Consequently, after some mathematics Eq. (5) becomes:

aw 8]70 . a Po apc . apv,sat o ﬂ a_T
op. ot oz [(51 o )ax 5”(q’ or T)@x] (©6)

where p; is the liquid water density (kg/m?) and ¥ is the relative humidity (—).
The first law of thermodynamics states that the rate of energy accumulated
within a control volume is equal to the net heat transfer of energy by conduction

plus the net transfer of energy by fluid flow [29]. It is given by Eq. (7):

aT
(pscs + Z wiQu,i) E = mat (9 2 Z wzych, [(Cp,l - Cp,v)T - Lv]Sl (7)

where k4 is the thermal conductivity (W/(m.K)) of the material and w;v; is the
mass flow rate per surface unit of the component .

The source term S is calculated thanks to the liquid and solid water conservation

1 ow dp. 0 Ope
(=) o 5 =3 (05 )+ ®)

Finally, the coupled heat and moisture transfer model is characterized by Egs.

equations:

(6), (7) and (8). This coupled non-linear model was solved with a finite difference
method for a multilayer wall. An implicit scheme was chosen, based on Refs. [30]
and [31]. This model was computed in PYTHON [32] with a non-uniform spatial
discretisation, meaning that the mesh size was refined at the interfaces between the

wall assemblies, as well as between the wall and the air.

An adaptive time stepping method was used for the temporal discretisation [33].
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3.2 Validation test

The coupled heat and moisture transfer module validation was based on the
standard provided in Ref. [34]. A semi-infinite wall initially at 7" = 20°C and
U = 50% was subjected to Dirichlet boundary conditions, T = 30°C and ¥ = 95%,
applied on its left surface. The wall was made of one material, the properties of
which - corresponding to a load-bearing material - are specified in the standard.
To satisfy this standard, the water content and temperature profiles at different
time, namely 7, 30 and 365 days, must be within + 2.5% of an analytical solution.
The semi-infinite wall was simulated by adopting a 20 m thickness. While the left
surface was subjected to Dirichlet boundary conditions, the fluxes were set null for
the surface at the opposite end of the wall, meaning the right surface. This thickness
led to a negligible 0.2°C increase of temperature on the right surface. In any case,
the water content evolution was limited to the first 20 em. The profiles are plotted

on Fig. 2 where the +2.5% intervals are represented by the dots.

140

0.00 0.02 0.04 0.06 0.08 0.10 0 1 2 3 4 5
Depth [m] Depth [m]

Figure 2: Water content (left) and temperature (right) profiles at 7, 30 and 365 days

All of the profiles presented Fig. 2 are within £2.5% of the analytical solution,
meaning that the model was in conformity with the standard. Additionally, the
maximum difference between the calculated profiles and the standard was 0.83kg/m?
for the water content and 0.05°C for the temperature, leading to a satisfactory
accuracy.

The simulations were carried out with a non-uniform mesh grid (refined at the
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interfaces). This grid was defined by the size of the first mesh, set arbitrarily at
5-107*m, and a progressive factor characterizing the size of the adjacent meshes.
Different progressive factor — leading to a different number of meshes — were tested,
namely 1.30, 1.20, 1.15, 1.10 and 1.05. A progressive factor of 1.20 and higher did
not allow the model to pass the standard, and it barely passes it with a factor
of 1.15. The calculation time was 54.08 + 2.01 s for a factor of 1.10, which was
deemed reasonable. A factor of 1.05 approximately doubled the calculation time
compared to 1.10 for a negligible gain in accuracy on the temperature and water
content profiles. Therefore, a progressive factor of 1.10 was selected as it gave the

best compromise between the model accuracy and the calculation time.

3.3 Exterior boundary conditions

The exterior boundary conditions were taken from RT 2012 [8] which governs
new building construction in France.
Both exterior and interior boundary conditions accounted for the convective heat

and mass transfer with the air, given respectively by g conv and geono:

Gh,conv = hh,ext(Text - Tes) (9)

gcom) = hm,ezt (pv,e:pt - pv,es> (10)

where hy, .. is the exterior convective heat transfer coefficient (CHTC, in W/(m?.K)),
P ezt is the convective mass transfer coefficient (CMTC, in kg/(m?.s.Pa)) and sub-
script es stand for exterior surface. Note that these same equations were used for
the convective exchange with the indoor air.

The convective mass transfer is a function of the vapor pressure (Eq. (10)). To
make it compatible with the coupled heat and mass transfer model at wall scale,

it must be written as a function of the capillary pressure. The relative humidity is
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related to the capillary pressure through the Gibbs equation for the energy of the

interface between the liquid and vapor phases (Eq. (11)):

Pe,es
conv — hm ex v,ext — FMsa Tes exr e 11
g et |Pveat — Dsat(Tes) p( le”UTes>:| (11)

where pg,; is the saturated water vapor pressure (Pa). Note that the model written
at wall scale uses the capillary pressure as the driving potential, which is suitable

for a porous medium but not for a gaseous volume.

The CMTC was calculated thanks to the Lewis analogy (quoted by Ref. [35]):

Poneat = 7.7 % 1077 et (12)

The latent contribution due to the vapor exchange was also added and is given

by Eq. (13):

Qm,conv = (Cp,vTes + Lv)gconv (13)

For the exterior boundary conditions, the impact of the solar radiation was taken
into account. It is the sum of long wave-radiation (with the ground and the sky)
qrwr and short-wave radiation (direct Dir, diffuse Dif and reflected Ref solar

radiation) gswr:

dLWR = O-€F97"0<T;ro - Té) + O.GFS]VZ/(T;ky o Te4.s) (14>
qswr = k(Dir + Dif + Ref) (15)

where o is the Stefan-Boltzmann constant (W/(m? K*)), € is the emissivity, Fy.,
and Fy, are the ground and sky view factors respectively, each taken to be equal

to 0.5, and k is the absorptivity of the wall surface material.
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4 Indoor sources

As introduced in Section 2, the indoor heat and water vapor sources are assumed
to be the air-conditioning equipment and the occupants’ presence and activities in
buildings.

The air-conditioning system can be decomposed into a ventilation system, a
heater, a humidifier and an air-conditioner and are presented in Section 4.1.

Section 4.2 presents how the occupants’ presence and activities were modelled

in a stochastic way.

4.1 Air-conditioning system

The ventilation rate was considered as fixed and equal to 25 m?/h per occupant as
this corresponds to the minimum hygienic rate requirement indicated in the French
labour law [36]. The ventilation system was supposed to be always turned on.

For heating purposes, a heater was designed to provide a constant heating power
Qhrear (W). Daytime and nigh-time set point temperatures were selected, with a
hysteresis of 0.5°C. Fig. 3 illustrates the regulation of the temperature in a room
for set point temperatures equal to 19°C for the night and 21°C for the day. The
thermostat switched to the day temperature one hour before the arrival of an oc-
cupant in the room, and to the night temperature one hour before his departure to

take advantage of the room inertia.
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Figure 3: Regulation of the temperature in the course of a day with a hysteresis of
0.5°C

The humidifier also provided constant water vapor mpuymiq (kg/s). Its hysteresis

was 2%. The humidifier was only turned on during working hours.

For air cooling, a split-type air-conditioner was modelled under the assumption
that the rate of the split mc was constant, and the temperature of the refrigerant
fluid was equal to 2 °C. Similarly to the heater, it had a hysteresis of 0.5°C. The
air-conditioner was turned on only during working hours. The air dehumidification
was a consequence of cooling it, since the split type air-conditioner also removed

water vapor. The dehumidification rate mgepumia Was calculated as follows:

Maehumid = MAc(TAc — Tint) (16)

where m ¢ is the split flow rate (kg,/s), and zac is the mass ratio of the water

saturated moist air at the temperature of the air-conditioning system.

The air-conditioning system was modelled in a relatively simple way. As this
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work focuses on the impact of the occupancy scenario on the hygrothermal perfor-
mance of a room, the perturbations induced by the air-conditioning system were de-
liberately limited. This modelling strategy led to short cycles of ON and OFF states
to keep the indoor temperature and relative humidity at the defined set points, which
is not representative of a real regulation. Also, the efficiency of the air-conditioning
system was not considered in this work. Still, this approach was satisfactory to
keep the indoor temperature and relative humidity in the defined ranges to simulate

realistic indoor conditions.

4.2 Stochastic occupancy model
4.2.1 Presence model

In this case, the occupants’ presence and activities were modelled thanks to Not-
tingham Multi-Agent Stochastic Simulation (No-MASS) platform [19]. Within No-
MASS, the occupants’ presence (or absence) in non-residential buildings is modelled
in accordance with the model developed in Ref. [13]. This model verifies whether
an occupant is present within a zone of the building, under the assumption that the
probability of presence at a time step depends only on the state of presence at the
previous time step. Mathematically, this statement corresponds to considering the
state of occupancy as a Markov chain. As the probability of an occupant arriving or
leaving an office is not the same depending on the time of the day, the Markov chain
is inhomogeneous. The model inputs are a time-dependent profile of probability of
presence and a parameter of mobility characterizing the ability of an occupant to
leave the room for a short while. Ref. [37] gives details on how to estimate the state
of presence at each time step.

The validation of the model relied on data provided by the monitoring of twenty
zones in an office building for five years [13]. No-MASS gives the occupants’ presence
in an office with a 5 minute time step. This step was chosen after a time step

sensitivity study presented in Ref. [38].
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4.2.2 Metabolic heat gains and vapor production

The metabolic heat generated by an occupant was calculated in No-MASS in
accordance with the standard ISO 7730 [40]. The heat gains depended on the indoor
air conditions, namely the air temperature and the relative humidity.

As there is no standard dedicated to the calculation of water vapor production,

a constant value of 48 g/h per occupant was chosen, based on Ref. [41].

4.2.3 Heat production due to the occupants’ activities

While the metabolic heat gains and vapor production presence were estimated
in No-MASS, the heat production due to the occupants’ activities was deduced from
a literature review and implemented in our model.

For offices, it was assumed that, upon arrival, an occupant turned on a computer
and turned it off upon his departure every day, and that a constant heating power
of 150 W, based on Ref. [15], was generated. During short absences of the occupant
through the day, the computer was kept on. The variation of heat generation de-
pending on the use of the computer (sleep mode, word processing, watching videos,
etc.) was not considered.

During the night, the lights were turned on from one hour before sunset to one
hour after sunrise if an occupant was present in the room. Lighting produced a

constant heat of 10 W/m? [39].

4.2.4 Coupling No-MASS with the Room model

While the occupants’ presence and activities were modelled in No-MASS, the
model regrouping the hygrothermal balance on indoor air, the coupled heat and
moisture transfer through the walls and the indoor sources due to the air-conditioning
system were written in PYTHON. This model is referred to as Room model.

The metabolic heat gains depended on the indoor environmental conditions —

calculated by the Room model — which varied at each time step. No-MASS was
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hence coupled with the Room model. As No-MASS is written in C++ and the room
model in PYTHON, the coupling approach relied on the use of a Functional Mockup

Interface (FMI) (Fig. 4).

Room model FMI \mo—l\/lASS \
Initial T and Initial T

Exterior boundary Materials Mesh p. profiles and @ Pre-process Pre-process
conditions properties grid Wall scale Indoor air presence activities

l i l i l l |

k2

. Calculate environmental
T and p, profiles 1
Wall scale parameters Calculate metabolic heat
Indoor air: T,,. and W,
and vapour
1SO 7730

L

Output

Wall scale: T and p,
Indoor air: T, and ¥,
Indoor sources

Post-treatment Energy demand
Performance indicators Indoor hygric comfort

Moisture related risks

Figure 4: Exchange of data between the Room Model and No-MASS

At the beginning of a simulation, the occupants’ presence and activities were
pre-processed in No-MASS as they are independent of the indoor environmental pa-
rameters (temperature and relative humidity). The initial temperature and capillary
pressure profiles in the wall, and the indoor temperature and relative humidity are
defined in the Room model. At the next time step, these parameters were first calcu-
lated by the Room model before being communicated to No-MASS. No-MASS then
determined the metabolic heat gains and vapor production. The process continued
until the end of the simulation.

The simulation results were the temperature and capillary pressure in the walls,
the indoor conditions, and the power and vapor production of the air-conditioning
system obtained with a time step of 5 minutes. These parameters can be used to

compute performance indicators once the simulation is completed. They are defined
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in the next section.

5 Definition of performance indicators

5.1 Energy demand

The estimation of the energy demand of a room was straightforward as it corre-
sponded directly to the demands of the air-conditioning system, i.e. the heater, the
humidifier and the split air-conditioner.

For the heater, the energy demand was given directly by its power Qheat.

The humidifier generated water vapor at a constant rate mpumiq. Its energy

consumption was determined by:

Qhumid = mhumid (Cp,UT + Lv) (17)

where T' corresponds to the temperature needed to produce water vapor (100°C).
The air-conditioner power Q ac (W) was calculated at each time step using Eq.

(18), which is based on a thermodynamic balance.

Qac = 1ac(hac = hint) (18)

where h ¢ is the specific total enthalpy of the air in the split (J/kg). Note that the

efficiency of the system was not included.

5.2 Hygric comfort

The occupants’ comfort is a subjective notion that may differ widely from one in-
dividual to another. Factors influencing it can be personal (metabolic rate, clothing
type, thermal sensitivity, etc.) and environmental (room temperature and relative

humidity, air velocity etc.). According to Ref. [42], the most widely used comfort
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criterion is the one from the ASHRAE standard 55 [43]. It was developed using
surveys carried out on individuals placed in controlled chambers. This led to the
definition a comfort zone constrained by threshold values on the temperature (be-

tween 19 and 26°C) and the relative humidity (between 30 and 70%)

However, in the case of controlled environmental conditions in a room, the wide
range of temperature and relative humidity covered by these intervals might lead to
inconsistent results. Consequently, the criterion from Ref. [44] was selected because
it is more restrictive. It defines the comfort zone for a relative humidity between 40
and 50%. The air was deemed comfortable for a humidity between 40 and 50%, too

dry under 40% and too humid above 50%.

5.3 Moisture related risks

High relative humidity might lead to mould growth on the surface and/or inside
the wall assemblies. The proliferation of fungi on a wall can result in the spread of
pathogens in the air, which impact the health of the occupants. Within the wall,
mould may deteriorate the wall assemblies, directly affecting the hygrothermal and

mechanical performance of the structure.

In the literature, different models have been developed to predict mould growth.
A brief review can be found in Ref. [45]. In this work, the isopleth model from
Ref. [46] was chosen. An isopleth is a graph describing the risk of proliferation of
bacteria according to temperature and relative humidity. Temperature and relative
humidity pairs for each time are represented on a scatter plot. A hyperbolic limit
curve is also plotted, determining the threshold value of temperature and relative
humidity pairs for which mould growth could occur. Different equations can be used
to determine the limit curve. In Ref. [46] a parabolic equation is used, described by
Eq. (19):

U = a+ ¢(T? — 54T) (19)

20



with ¥ in (%). a and ¢ are given by Eq. (20):

C = (qjcm’tl - q]crit2)/ [T12 - T22 - 54(T1 - TQ)]
(20)
a = \chm’tl/2 — C(T12 — 54T1)

where T} = 22°C and T; = 10°C define the range in which a critical moisture level is
expected [47]. To determine V.1 and V..o, Johannson et al. [47] put samples of
different materials in humidity-controlled chambers, with humidity set at intervals
of 5%. Therefore, two curves were defined corresponding to the humidity for which
mould appeared and the next-lowest humidity. To be on the safe side, it was assumed
that mould appeared if the temperature and humidity pairs were above the lower
curve. As the widest range of materials seem to be covered in Ref. [46], this model

was implemented in the Room model.

6 Case study

In the aim of estimating the impact of the occupancy scenario on the performance
indicators, different occupancy scenarios were applied to the configuration of only
one office, of dimensions 5 m x 5 m x 2.5 m. The external wall, made of 20 c¢m
of concrete, 13 ¢m of gypsum board and 1.3 c¢m of plaster, was facing south. The
office was assumed to be surrounded by other offices where indoor temperature and
relative humidity evolved in the same way as in the simulated office. A symmetry
condition was hence applied. The separating walls were made of two 1.3 ¢m thick
gypsum boards with 6 ¢m of polystyrene in between. The floor and ceiling were
made of 20 cm of concrete. To simulate a conventional interior coating acting as a
vapor barrier, a vapor resistance Sd equal to 0.5 m was added to all the walls. Its
thermal properties were considered negligible. No coating was added on the exterior
surface. The material properties are given in the Appendix.

Two male occupants were present in this office. Their sole activity, was working
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on a computer. The use of lighting and computers were simulated in accordance
with the method described in Section 4.2.

The exterior boundary conditions were those found in Trappes (France) as they
were considered to be representative of the French climate (temperate climate).
They were given by the French regulation [8]. The simulations were run on one
year of weather data starting on 1st January, assuming it was a Monday for the
occupancy scenario.

The initial conditions were obtained by repeating the simulated year until the
relative difference in capillary pressure and temperature fields in the walls between
two consecutive years was below 2%. This was obtained after repeating the simula-
tion for 5 years. The initial indoor air temperature and vapor pressure were those

obtained after these 5 years.

6.1 Air-conditioning system

First, set point temperatures and relative humidities were selected for the air-
conditioning system. For the heater, the set point temperatures was 21°C for the
day and 19°C for the night. The set point relative humidity of the humidifier was
40% as this corresponds to the lower boundary of the interval of comfort defined
in [44]. It was only turned on during working hours. For air cooling, the set point
temperature of the air-conditioner was 24°C. Like the humidifier, it was only turned
on during working hours. As the air dehumidification was a consequence of air
cooling, no set point relative humidity was defined for it.

The air-conditioning system was sized by means of a mass and energy balance
under steady conditions. For the heater and the humidifier, the exterior temperature
and relative humidity of reference were -5 °C and 60% respectively [8]. The sizing
of the air-conditioner was based on the maximum indoor heat load (two occupants,
two computers and lights turned on). This led to the choice of the following power

and water vapor production for the air-conditioning system:
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e The heater power was 1500 W;
e The humidifier rate was 0.35 kg, /h;

e The split air flow rate was 0.1 kg,/s.

6.2 Occupancy scenario

Four occupancy scenarios representative of the most common scenarios found in
the literature were simulated: a stochastic scenario, an average one, a constant one

and a deterministic one.

6.2.1 Scenario 1: SC1 — No-MASS scenario

No-MASS scenarios were obtained according to the methodology presented in
Section 4.2.

A seasonal effect was implemented and was especially pronounced on the lighting
energy. This is exemplified by Fig. 5, which presents the total heat generated per

month by the occupants and the lighting through a full year.

N
o
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‘ [ Lighting |
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Energy [kWh]
o 5 o 8 & 8 &

Figure 5: Energy generated by the occupants and the lights over a year
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First, the metabolic heat gain was lower in summer than in winter. The aver-
age energy generated by the occupants was 40.4 kW h in winter, and 30.5 kW h in
summer, corresponding to a difference of approximately 32%. The standard ISO
7730 [40] states that the metabolic heat gain depends on temperature and relative
humidity. Therefore, high temperature and relative humidity in summer lead to
lower heat gains than in winter.

The energy generated by the lights was approximately 4.2 times greater in win-
ter than in summer, with an average value of 59.0 kWh for the former period and
13.9 EWh for the latter. This was expected, as we considered sunrise and sunset

times as well as the occupants’ arrival and departure times to model the use of lights.

6.2.2 Scenario 2: SC2 — Average scenario

No-MASS was run independently 850 times from the Room model to generate a
different occupancy scenario each time. An average scenario was then deduced and
repeated every day, except for the weekends. A large number of simulations was
chosen because we wanted the scenario to follow a normal distribution. The average
metabolic heat gain was then deduced by verifying the following equation at each

time t:

>, Q.
X\ 1=0 ¥ occ,i
QOCC,SCQ = T (21)

where Q.. s¢co and Q.. ; are the metabolic heat gains from SC2 and the i-th stochas-
tic simulation, respectively, at time ¢ and N corresponds to the number of stochastic
simulations (850). As the metabolic heat was integrated over a year, the seasonal
effect was not taken into account. The average gain was 68 W for the two occupants.
The lighting and the use of computers were implemented in a similar fashion to in
SC1.

For the air-conditioning system, the start and stop times were fixed at 7:35 am

and 5:25 pm respectively. These values corresponded to the average arrival and
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departure times.

6.2.3 Scenario 3: SC3 — Constant scenario

The constant scenario was obtained by integrating the occupants’ metabolic heat
gains and vapor production, and the power for computers and lighting over one year.

The heat gains were obtained from the following equation:

1 tmax .

Qscadl (22)

QSC3 -

tma:c 0

where t,,,, corresponds to one year. The seasonal effect was therefore not imple-
mented. This led to a constant heat source of 131 W. Approximately 24% of this
power, i.e. 31 W, was attributed to the occupants. The vapor production was 22
g/h. Note that the heat and vapor were continuous every day, even during the
weekends.

The start and stop times of the air-conditioning system were the same as in SC2.

6.2.4 Scenario 4: SC4 — French regulation scenario

The deterministic scenario simulated was that from the Th-BCE method pro-
posed in the French regulation [8]. This scenario was significantly different from
the other three as the objective was to highlight the differences between the scenar-
ios derived from No-MASS and the one used to size new building constructions in

France. The differences with the other scenarios are listed below:
e The occupants were present from 8:00 am to 6:00 pm every day except during
the weekends;

e The set point temperatures for the heater were 19°C for the day and 16°C for

the night;

e The set point temperatures for the air-conditioner were 26°C for the day and

30°C for the night;
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e The lights were turned on continuously from 9:00 am to 6:00 pm (i.e. when

the occupant was present);

e No computers were simulated, but a heat load corresponding to the use of
electrical devices was added. It was equal to 80 W when the occupant was

present.

Note that the set point temperatures for the heater and the air-conditioner were
different from the ones initially input to the Room model. We believe that the set
point temperatures indicated in the RT are not representative of a realistic regulation
of offices. Temperatures of 21°C (day) and 19°C (night) for the heater and 24°C

(day) for the air-conditioner seem more plausible.

6.2.5 Summary

For illustration purposes, the four different occupancy scenarios are plotted in
Fig. 6, with the metabolic heat gains corresponding to two occupants reported
on the y-axis. For the stochastic scenario (top left), the graph corresponds to the
occupancy profile for a random day and for a single scenario. For SC1-3, the total
metabolic gains over the year were the same. This does not mean that the personnel
density was the same for each scenario. For SC4, a constant metabolic heat gain of
90 W was selected in accord with the French regulation [8], leading to a different
total metabolic gain over the year than the ones from SC1-3. Table 1 lists the indoor

sources.
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Figure 6: Stochastic (top left), average (top right), constant (bottom left) and
deterministic (bottom right) occupancy scenarios

SC1-3 SC4
“é "Q; Heater 21/19 + 0.5°C 19/16 + 0.5°C
§ < Humidifier 40%OFF + 2% 40%/OFF + 2%
® = Airconditioner 24/0OFF + 0.5°C 26/30 + 0.5°C
Electrical devices (W) 300 80
Lighting (W/m?) 10 (at night, if occupant) 10 (working hours)
Metabolic heat (V) Variable (average: 68) 90
Metabolic vapor (g/h) 48 60

Table 1: Indoor sources for SC1-4

Note that the metabolic heat gain was never zero for SC2. In No-MASS, the
probability of presence at night-time was implemented (though low) because an
office worker or the cleaning service, for example, might be working. This can also

be seen in SC1 graph, where an occupant was present for a short time between 12:00
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am and 3:00 am. Consequently, averaging the vapor production over 850 simulations
led to non-zero heat and vapor production during the night.

As Fig. 6 presents only the metabolic heat gains, it does not give any informa-
tion on the total heat generated by the occupants, the lighting and the computers.

Therefore, Fig. 7 provides an example of the total heat gains over a random day for

the stochastic scenario.
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Figure 7: Heat gains over a random day for the stochastic scenario

7 Results and discussion

In order to take the stochastic behaviour of the occupants into consideration, 10
SC1 simulations were run with a different occupancy scenario each time. Results

were averaged, and the standard deviation is reported on the figures.

7.1 Energy demand

The energy demand of the room corresponds to that of the air-conditioning

system. Its behaviour varied greatly from one day to another because of short cycles
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of ON and OFF states. Therefore, results are presented at yearly and monthly scales.
Fig. 8 presents the energy consumption integrated over each month for one year.
More details are provided in Table 2 for two months representative of typical heating

and cooling conditions.

—— SC1 »— SC2 —<— SC3 —— SC4

— — —
~ o N (&)
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Energy demand [kWh]
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o
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Figure 8: Energy consumption of the equipment for each occupancy scenario

Energy demand (kW h)
Heater Humidifier Air-conditioner

January 141 £ 8 7+04 —

SC1

August — — 60 £ 5

January 128 7 —
SC2

August — — 76

January 141 11 —
SC3

August — — 72

January 73 2 —
SC4

August — — 73

Table 2: Energy demand in January and in August for SC1-4

First, high energy demands were obtained in January (128 kWh for SC2 for

example) and in August (76 kWh for SC2) due to heating and cooling needs re-
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spectively. Most of the energy demand was for heating purposes in January as the
humidifier represented between 2 and 8% of the total energy demand during this
month for SC1-3. Only the air-conditioner was turned on in summer.

A lower (approximately 10%) energy demand is observed for SC2 compared to
SC1 in January, but it is higher in August (around +32%) for SC2. While SC2 was
derived from multiple SC1 scenarios, the energy demand observed for SC2 is often
beyond SC1 dispersion. The air-conditioning system, the use of the computers and
the use of the lights were modelled in the same way for SC1 and SC2, but the latter
did not take the seasonal effect into account as the same occupancy scenario was
repeated every day. Moreover, SC2 metabolic heat gain was set constant and equal
to 68 W. For SC1, it was lower in summer than in winter as it varied with the
air temperature and relative humidity (see Fig. 5). Therefore, the cooling demand
for SC2 was higher than that for SC1 in summer. The same trend was observed
between SC1 and SC3.

For SC4, because the set point temperatures were set to lower values than in
the other scenarios, energy demand was expected to be lower in January and higher
in August. SC4 underestimated the yearly energy demand by 84% compared to
SCI. Chapman et al. [19] compared a deterministic scenario (implemented in De-
signBuilder software [48]) and No-MASS stochastic scenario for an office located in
Nottingham and another in Geneva. They showed an underestimation of approxi-
mately 20% of the energy demand with the deterministic scenario. This comparison
was similar to the one between SC1 and SC4 in our case.

The yearly energy demand is summarized in Table 3 in which the latent contri-

bution of the air-conditioner corresponds to the amount of air dehumidified.
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Energy demand (kW h)
Heater ~ Humidifier  Air-conditioner Total

sensible  latent

SC1 690 £25 44+14 807 47+4 851 £ 37

SC2 640 30 116 64 850
SC3 645 52 99 28 854
SC4 282 9 110 62 463

Table 3: Yearly energy demand for SC1-4

While SC2 and SC3 heating demands were within SC1 dispersion in January,
this is not the case at the yearly scale because of a higher dispersion recorded for
the other cold months.

SC2 led to 8% less heating demand, 47% less humidifying demand, but 36% more
cooling demand than the average demand of SC1. The same trend is observed for the
heating and cooling needs of SC3 as it led to 8% less heating demand and 32% more
cooling demand than SC1. The humidifying demand was, however, 18% higher.
These results are consistent with the seasonal effect as SC2 and SC3 required more
heating in winter and less cooling in summer than SC1. The higher humidifying

demand for SC3 is discussed in the next section.

7.2 Hygric comfort

Fig. 9 shows the indoor relative humidity distribution over one year for each
scenario in 2% humidity intervals, where the abscissa represents the mean value
of each interval (for example the abscissa 41 corresponds to the interval [40;42]%).
Only the humidity recorded during working hours is presented in this figure. The

time spent in the comfort zone for each scenario is summarized in Table 4.
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Figure 9: Indoor relative humidity distribution over a year for each occupancy
scenario

Comfort zone [40;50]%

SC1 58.1 £ 1.9%
SC2 68.4%
SC3 62.7%
SC4 71.4%

Table 4: Time spent in the comfort zone for SC1-4

Overall, SC1 led to a smaller amount of time spent in the comfort zone than
SC2-4. Note that few deviations on the time spent in the comfort zone are observed
between the different SC1 scenarios.

First, a comparison was made between SC1 and SC2. The humidifier energy
demand was higher for SC1 than for SC2 (see Table 3), and it was turned on for an
average of 104 days during the year against 91 days for SC2. The air was thus drier
for SC1. Moreover, a seasonal effect was noticed on occupancy. As the occupants
generated less heat in summer for SC1 than for SC2, the indoor load was more
significant for SC2. It engendered a higher cooling need and air dehumidification.

This is noted in Table 3, with a 36% higher latent energy demand. Comparing
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the two scenarios in summer, SC2 led to around 10% more time being spent in the
comfort zone than SC1. The comfort prediction of SC2 is beyond to SC1 dispersion,

indicating a non-negligible impact of the occupancy scenario.

We now compare SC3 and SC1. While the energy demand of the humidifier was
16% higher for SC3 than for SC1, it led to a higher prediction of the comfort range.
As SC3 smoothed the metabolic vapor production, the seasonal effect on occupancy
was not taken into account. Consequently, the indoor vapor load of SC3 was smaller
than that of SC1 in winter, requiring more use of the humidifier. This is also reflected
by the fact that the humidifier was turned on for 127 days in SC3 against an average
of 104 for SC1. Finally, as for SC2, the seasonal effect on occupancy also led to 7%

more time being spent in the comfort zone than for SC1 in summer.

SC4 led to a higher overall indoor relative humidity than SC1-3. This can be
explained by two factors. Firstly, the set point temperatures for SC4 were lower
than for SC1-3 in winter. For the same amount of water vapor produced, a lower
temperature led to a higher relative humidity. Secondly, more vapor was generated
by the occupants (60 g/h per occupant against 48 g/h for SC1-3). This led to 71.4%

of the time being spent in the comfort zone.

Labat and Woloszyn [21] compared a stochastic scenario to a constant one in
a simulated dwelling where one occupant was living. They observed that using a
constant moisture production scenario could lead to an increase of 10 to 20% of the
comfort range (using the same comfort criterion as in Ref. [44]). While not of the
same order of magnitude, this trend was also observed here between SC1 and SC3,
as SC3 led to an increase of approximately 4.6% of the comfort range. In Ref. [21],
due to the occupant’s various activities (cooking, showering, use of washing machine,
etc.) the water vapor production was not only metabolic, which led to an average
moisture production of 82 g/h over one year. The average vapor production for the
stochastic scenario in our simulated office was 22 ¢g/h, which is approximately 3.7

times lower. This could explain the difference in indoor comfort between the case
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study in Ref. [21] and ours.

7.3 Moisture related risks

Two isopleths were plotted for each scenario. The first one was at the interior
surface of the exterior wall, because if mould growth were to appear, it could im-
pact the health of the occupants. The other one was at the interface between the
insulation material (polystyrene) and the concrete because humidity is more prone
to accumulate there, which could lead to thermal and/or structural issues.

The plaster limit curves were calculated in accordance with Eq. (19). The critical
relative humidity was 89% for the lowest curve and 95% for the highest. For the
polystyrene, it was assumed that mould growth would appear only for a relative
humidity above 95% [46].

The results are presented in Figs. 10 and 11. For the sake of clarity, SC4 was
plotted separately from SC1-3. Note that only the results for a single SC1 scenario
are plotted in this figure as few discrepancies were observed between the scenarios.

The limit curves were plotted in black on these figures.

100

Y [%]
Y [%]

20, 16 20 24 28 2 16 20 24 28
T[°C] T[°C]

Figure 10: Isopleth at the surface of the exterior wall for SC1-3 (left) and SC4 (right)
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Figure 11: Isopleth at the interface between the polystyrene and the concrete for
SC1-3 (left) and SC4 (right)

All the scatter plots are well below the limit curves, meaning that there is no
risk of mould growth for any scenario. Additionally, SC1-3 isopleths at the surface
of the wall and also at the interface between the polystyrene and the concrete are
very close to each other. Note that, because of these small deviations, SC1 plot
is masked by SC2-3 in Fig. 11. Fig. 10 also confirms the results in Fig. 9 which
presents a similar humidity distribution for SC1-3. For SC4, the larger spread of
the isopleth at the surface is due to the different set point temperature defined.

At the interface between the polystyrene and the concrete, the temperature is
spread from -1°C to 33°C. Because of the high thermal conductivity of concrete
(2 W/(m.K)), this zone was largely influenced by the exterior environmental con-
ditions. This also explained why SC4 gave similar results to those of SC1-3. The
humidity did not vary much since concrete has a low vapor permeability; most of

the vapor flux was compensated by the first centimetres of the material.

8 Conclusion and perspectives

This article has proposed a methodology for estimating the influence of the oc-
cupancy scenario on the hygrothermal performance of a room. To do this, four
scenarios representative of the modelling approaches available in the literature were

simulated: a stochastic occupancy scenario, an average one (similar to a deter-
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ministic scenario), a constant one and, additionally, the French regulation scenario
extracted from RT 2012 [8]. The hygrothermal performance of the room was defined
by the three performance indicators: the energy demand, the indoor hygric comfort

and the moisture related risks.

Discrepancies were observed on the energy demand of each air-conditioning
equipment from one scenario to another. They could reach as much as 36% of

difference, highlighting a significant impact of the occupancy scenario.

On the indoor hygric comfort, the constant scenario and the average one led to an
overestimation of the comfort range by approximately 10.3% and 4.6% respectively
compared to the stochastic scenario. These differences were explained by a sea-
sonal effect on occupancy engendering a different regulation on the air-conditioning

system.

The French regulation [8] scenario was considered to be separate from the other
three because the set point temperature and the simulation of equipment were differ-
ent. Still, it gave a comparison with the regulation governing new building construc-
tions in France. It led to an underestimation of the energy demand by approximately
84% and a overestimation of the hygric comfort prediction by 13% for this specific

case.

No moisture related risks were observed, but the climate of Trappes is temperate.

The indoor relative humidity was almost always lower than 70% throughout the year.

To conclude, the impact of the occupancy scenario on the performance indicators
(except for the moisture related risks) is strongly dependent on the scale at which
we analyse the results. At yearly scale, its influence on the energy demand was
negligible and the indoor hygric comfort was significantly impacted. However, at
seasonal scale, the impact was more pronounced: the seasonal effect on occupancy
was smoothed by the deterministic and constant scenarios compared to the stochas-
tic one. For example, there were differences between the occupancy scenarios of up

to 36% on the cooling demand and up to 10.3% on the time spent in the comfort
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zone in summer.

This methodology shows significant discrepancies between the different scenarios.
The importance of using calibrated and validated stochastic occupancy models in
the aim of simulating indoor hygrothermal conditions was highlighted. This work
will be extended to other case studies, in particular by simulating indoor plasters in

order to investigate their influence.
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10 Appendix

P k e 5,-10°1 §,-1071 4,101
(kg/m?)  (W/(m.K)) (J/(kg.K)))  (s) (s) (s)
dry cup wet cup
Concrete [49] 2300 1.6 850 0.11 *
Polystyrene [50] 50 0.04 1450 0.32 *
Gypsum board [51] 850 0.32 1000 2.6 3.5

Table 5: Material properties extracted from the literature

U (%) 20 40 60 80 95 97
Concrete [49]

w (kg/m?) 245 341 404 646 108.6 126.1

U (%) 20 40 60 80 95 97
Polystyrene [50]

w(kg/m?) 1072 1.3 18 26 52 203 329
Gypsum board ¥ (%) 20 40 60 80 95 97
[51] w (kg /m?) 15 22 32 44 55 6.7

Table 6: Sorption properties

Concrete [52] a(s) 10717

w (kg/m3) 1072 2.6 5.2 32.9
Polystyrene **

5 (s) 10717 10715 1071

w (kg/m? 3.2 4.4 6.7
Gypsum board ** (kg/m?)

5 (s) 10717 10715 10~

Table 7: Liquid water permeability

* single value given

** assumption: values corresponding to hemp concrete liquid permeability from [53]
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