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This article proposes “distributed energy storage” as a basic design problem of distributing energy

storage material on an area. The energy flows by fluid flow from a concentrated source to points

(users) distributed equidistantly on the area. The flow is time-dependent. Several scenarios are ana-

lyzed: sensible-heat storage, latent-heat storage, exergy storage vs energy storage, and the distribu-

tion of a finite supply of heat transfer surface between the source fluid and the distributed storage

material. The chief conclusion is that the finite amount of storage material should be distributed

proportionally with the distribution of the flow rate of heating agent arriving on the area. The total

time needed by the source stream to “invade” the area is cumulative (the sum of the storage times

required at each storage site) and depends on the energy distribution paths and the sequence in

which the users are served by the source stream. Directions for future designs of distributed storage

and retrieval are outlined in the concluding section. Published by AIP Publishing.
[http://dx.doi.org/10.1063/1.4948663]

I. INTRODUCTION

The natural tendency of flow systems that are free to

morph is to evolve into configurations that provide easier

access over time. This phenomenon is visible throughout

nature, from river basins to lungs, vascular tissues, city traf-

fic, and the internet. The features of these flow designs are

documented empirically in their respective fields (geophysics,

biology, technology, etc.). This tendency unites the inanimate

flow systems with the animate, social, and engineered, and in

physics it is summarized as the constructal law.1,2

The visible manifestation of this universal tendency is

the occurrence and evolution of flow organization every-

where (design and configuration). In flow systems that con-

nect discrete points with infinite numbers of points (lines,

areas, and volumes) the organization that emerges is com-

monly recognized as trees. The same tendency is also recog-

nized as a hierarchical distribution of areas to channels:

few large and many small, large interstices between large

branches, and small interstices between small branches.

These features of organization are being predicted in diverse

fields by invoking the constructal law.2–5

The evolutionary phenomenon of configuring better flow

architectures based on the constructal law is the subject of con-

structal design.6 The work that has been devoted so far to flows

between discrete points and areas and volumes dealt with

steady flows. In every flow system of this kind, the emerging

flow architecture is a tree that improves over time as the natu-

ral mechanisms of evolution play their part, for example, bed

erosion in river flow, mutation in animal design, technology

evolution in power grid design, new vehicles for city traffic,

etc. The only time-dependent aspect of the emerging flow

designs is evolution itself, the change from one configuration

to the next, which is a better flowing configuration.

In this paper, we propose to extend the method of con-

structal design to the much wider and more general class of

point-area and point-volume flows that are time-dependent.

All the tree-shaped examples studied so far, and mentioned

earlier, are in reality not steady. The river basin swells and

retreats, the vascular tissue grows and recedes, the flows of

the economy accelerate and decelerate, the population grows

and recedes, and the city infrastructure does the same. The

time-dependent phenomenon can be described broadly as

having an S-shaped history: initial slow growth is followed

by fast growth, and then by slow growth again, tending to a

plateau of steady flow.7,8

Time-dependent flows have one characteristic that is

absent in steady flows. It is the ability to store temporarily a

fraction of what flows, and to release that fraction to the flow

architecture later. Storage and retrieval are possible because

of the presence of physical features that accommodate these

temporary changes. We see them as side lakes and marshes

along rivers, which swell during the heavy rain. We see them

in energy storage systems of many kinds in power generation

and distribution systems.9–17 These are the features that

make the constructal architectures in this paper new and

more challenging than in models of steady-flow applications.

II. HOT STREAM FROM POINT TO AREA

Consider the flow of power from a central plant to the

inhabitants on the area allocated to the plant. The power

flows in two ways: (i) quasi periodically, in accord with the

daily and seasonal cycles, and (ii) randomly, according to

needs dictated by the weather (heat waves, polar air, hurri-

canes, etc.) (Fig. 1). We begin with the first phase of a time-

varying flow: storage. The flow originates from the point,

and it is stored temporarily on the area. The driver of the

evolutionary design is the human need to reduce the losses

during the point-area flow, and the losses that occur during

the storage process itself.
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We illustrate this design challenge by considering the

time-dependent design, on the background provided by the

steady flow (no storage) design of the distribution system. In

the steady design, water is heated at a central location, and

then distributed equally to users spread uniformly on an area.

The losses that occur during this distributive flow are of two

kinds: the pumping power needed to overcome fluid friction

in all the ducts and heat leaks through the insulation wrapped

around the ducts. The resulting flow architectures are tree-

shaped, in two or three dimensions.18,19

In the time-dependent (storage) version of the design,

the stream of hot water originates from one point and reaches

many points (users) on the area, each point being represented

by an amount of storage material (sensible heat or latent

heat). The total amount of storage material spread on the

area is specified, finite, and fixed. The challenge is to deter-

mine the location and size of each amount of storage mate-

rial. It is to discover the configuration of the “distributed

storage system.”

III. STORAGE

A simple way to start is to decouple the design features

that prevail in steady flow from the special features that are

present when the storage process happens. The steady flow

features are the tree-shaped architecture of ducts and the

finite-size insulation distributed on it.18 We assume that this

flow architecture is known and in place.

An additional characteristic of tree-shaped flow architec-

tures is their robustness. The global flow performance of the

design does not change significantly if one duct is blocked.20

The effect of the blockage is smaller and the robustness is

greater when the tree design is more complex, that is, when

the flow is distributed to a larger number of users on the area.

This characteristic is essential at this stage, because we can

use a relatively simple tree architecture (Fig. 2) with confi-

dence that its global flow performance is comparable with

(albeit below that of) tree architectures optimized in the pres-

ence of more degrees of freedom. For example, the branching

angles in Fig. 2 are fixed at 180� (the bifurcations are

T-shaped), although in a freely changing Y-shaped construct

the optimal bifurcation angle is close to 75�.8,17

Left to determine for the distributed storage system is

the allocation of storage material (Mi) at every point (i) to

which the tree flow structure brings a specified stream of

hot fluid ð _miÞ. The total mass of the storage material is

M ¼
P

Mi, and it is fixed. The area allocated to every point

is a unit square. How to allocate the storage mass at one

point depends on the storage process: sensible heating versus

latent heating (melting).

IV. SENSIBLE HEATING

Assume that the heat losses along the distribution lines

are negligible and the hot stream _mi enters Mi at the source

temperature T1. In time, the temperature of the material (T)

rises from its initial level (T0, ambient) to T1. The most fun-

damental aspect in the design of any storage system is the

purpose (the objective) of the design. Purpose accounts for

what is being stored.

The source stream _mi carries two finite and useful

inventories with it. One is its enthalpy relative to the dead

state, _mi cP (T1 – T0). The other is its flow exergy relative

to the dead state, _mi cP [T1 – T0 – T0 ln(T1/T0)], where we

neglected the loss of exergy due to frictional pressure drops

along the flow distribution network. The enthalpy inventory

is converted partially into an increase in the internal energy

of the sensible-heat material. The exergy inventory is con-

verted partially into exergy stored in Mi, which can be used

later to produce useful power.

The case of exergy storage is illustrated in Fig. 3.

Exergy is brought in by _mi and, after being stored partially

in Mi, the remaining exergy is destroyed by the same _mi as it

mixes with the ambient. The system destroys exergy in two

places. The first is inside Mi, where the destruction is due to

the transfer of heat across the finite temperature difference

between the stream (with a temperature varying from T1 at

the inlet to Tout at the outlet) and the storage material, T(t).

The second place is downstream of Mi, where the destruction

is due to the heat transfer irreversibility associated with the

rejection of heat ½ _Q0 ¼ _micP ðTout � T0Þ� from the exhaust

FIG. 1. Power generation and consumption are one point-area flow system.

The area (the population) has a particular size that is allocated to one point

(the power plant). On a multi-year time scale, changes (old! new) occur in

the technologies that facilitate the flow of power generation, distribution,

and consumption.
FIG. 2. The distribution of storage material (Mi) on an area bathed by one

stream configured as a point-area tree flow architecture.
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(with a temperature varying from Tout to T0) to the ambient

of temperature T0.

The two locations of exergy destruction are labeled

“internal” and “external” in Fig. 3. In the beginning, the inter-

nal destruction dominates, because in the beginning T ffi T0,

Tout ffi T0, and _Q0 is negligible. After a sufficiently long

time, T and Tout approach T1, and _Q0 approaches its maxi-

mum value. In this limit the external destruction of exergy

dominates.

What matters is the sum of the two exergy destruction

rates. The sum is minimum at the time when the internal and

external contributions are comparable. As shown in Refs. 19

and 21, that special time (t) is when the heat capacity of the

hot fluid used is the same as the heat capacity of the storage

material itself

_mi cP t � Mic: (1)

Here, c is the specific heat of the storage material, and t is

the known time scale of the time-varying point-area flow

system (e.g., Fig. 1).

The conclusion that follows from Eq. (1) is that the stor-

age material (Mi) must be distributed on the area of Fig. 2 in

the same manner as the mini-streams ð _miÞ: This means that

the distribution of Mi must be uniform, because the dichoto-

mous tree structure of Fig. 2 distributes the source stream uni-

formly, as one _mi to each area element. If the tree flow

distributes the _mi
0s nonuniformly, as in the tree construction

based on quadrupling, as on the right side of Fig. 4, then the

allocation of storage material to each area element (Mi) should

match the nonuniform distribution of exergy agent ( _mi).

Energy storage, or the storage of “heating” in caloric

terms, is a different objective. With respect to the system

defined in Fig. 3, the objective is to raise the temperature of

Mi from T0 to a final temperature, Tf. Heated to this higher

temperature, the storage material can be used as heating

agent during a subsequent heating process that occurs locally

on the area allocated to the stream _mi.

The analysis of the energy storage process consists of

writing that the instantaneous heating rate provided by the

stream matches the increase in the energy of Mi

_micP T1 � Toutð Þ ¼ Mic
dT

dt
(2)

with

T1 � Tout ¼ ei ðT1 � TÞ; (3)

ei ¼ 1� e�Ni ; (4)

where ei is the effectiveness, and Ni¼ (UA)i/( _mi cP) is the

number of heat transfer units of the heat exchanger embed-

ded in Mi. Eliminating Tout between Eqs. (2) and (3), and

integrating the resulting equation from T¼T0 at t¼ 0 to

T¼Tf at t, we obtain

_micPei

Mic
t ¼ ln

T1 � T0

T1 � Tf

: (5)

This result looks like Eq. (1), except for the factor ei,

which depends on heat-transfer surface size (UA)i and _mi.

The question is how to distribute the amount of storage mate-

rial on the entire area when the total amount is fixed,

X

i

Mi ¼ constant (6)

and the total heat exchanger inventory is to be minimized,P
i ðUAÞi, or

P
Ni when _mi¼constant. According to the

method of undetermined coefficients (e.g., Ref. 22, p. 844),

this problem is equivalent to selecting the values Mi such

that the aggregate sum S reaches an extremum

S ¼
X

i

Ni þ k
X

i

Mi; (7)

FIG. 3. The internal and external destruction of exergy during the sensible-

heat storage of exergy in the element Mi of Fig. 2.

FIG. 4. Tree-shaped flow distribution

networks based on doubling (left) and

quadrupling (right) as the rule of

construction.19
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where k is a Lagrange multiplier. According to Eq. (5), in

which t is a constant (the known time interval of operation,

for example, daily), Ni is proportional to – ln (1 – Mi), and

Eq. (7) is replaced by

S ¼
X

i

�ln ð1�MiÞ þ k0
X

i

Mi; (8)

where k0 is another constant factor. The extremum is located

by solving the system @S=@Mi ¼ 0; which yields the design

solution

Mi ¼ 1þ 1

k0
; constant: (9)

In conclusion, when _mi is distributed uniformly, the storage

material Mi and the heat exchanger size [(UA)i or Ni] should

also be distributed uniformly.

V. LATENT HEAT STORAGE

When Mi is a phase-change material, the key properties

are the melting temperature Tm and the latent heat of melting

hsf. The analysis proceeds along the same lines as in Sec. IV.

For example, if the objective of Mi is the store exergy, then

the tradeoff between the internal and external exergy-

destruction mechanisms (Fig. 3) leads to the conclusion that

the material must be selected such that its melting point is22

Tm ¼ ðT1T0Þ1=2 : (10)

Next comes the question of how large each Mi should

be. For this we note that the heat transfer rate into the T

material is qi ¼ _micPei ðT1 � TmÞ; for which ei is given by

Eq. (4). The energy transferred by heating the amount Mi

during the time interval of operation t is _mitcPeiðT1 � TmÞ;
where ei depends on the heat transfer area, Ni (cf. Eq. (4)).

This energy transfer matches the latent heat of melting of the

storage material, Mihsf. From this follows that Mi should be

distributed on the landscape in proportion with the product

_miei; which depends on _mi and Ni. Because the tree design

distributes the _mi
0s uniformly (cf. Fig. 2), this means that the

Mi’s should be distributed the same way as the Ni’s subject

to fixed total amounts of both M and N. The analysis that fol-

lows is the same as in Eqs. (6)–(9) and the conclusion is the

same: the phase-change material Mi and the heat exchanger

size Ni should be distributed uniformly on the area.

VI. INVASION TIME

Along with any heat storage process comes a character-

istic time scale, the charging time. When the storage process

is distributed over an area, the storage “invades” the area,

and the charging times registered locally (at individual stor-

age sites) compound themselves into an “invasion” time that

characterizes the entire area that is used for storage.

To illustrate the physics basis for the invasion time,

consider first the time needed to store energy (or exergy) in

one of the units of phase-change material (Mi) shown in

Fig. 2. The material type is selected; therefore, its melting

temperature Tm is fixed. The hot fluid of temperature T1 and

mass flow rate _mi comes in contact with Mi, and heats it at

the rate

_Qm ¼ ei _micPðT1 � TmÞ; (11)

where the effectiveness is

ei ¼ 1� e�Ni (12)

and the number of heat transfer units is Ni ¼ UAi=ð _micPÞ.
Note that _Qm is time dependent. Integrated over the charging

time period ti, the heat transfer matches the enthalpy rise

experienced by Mi, namely, _Qmti ¼ Mihsf , from which fol-

lows the local invasion time

ti ¼
Mihsf

ei _micP T1 � Tmð Þ : (13)

In view of the conclusion to Sec. V, the local dimen-

sions ð _mi;Ni;MiÞ are distributed uniformly over the area;

therefore, if all the storage units Mi are accessed by their re-

spective _mi
0s at the same time, then the entire area is invaded

by storage during one ti interval.

In practice, the scheme of flow distribution by doubling

(from one stream 4 _mi to many _mi
0s Fig. 2) is neither avail-

able nor easy to implement. More practical is the design

where there is a single stream (a single supplier) of hot fluid

_m1, and this stream is used in order to melt in a certain

sequence the storage units Mi on the available area. The hot

stream _m1 visits the storage units in a particular sequence

(M1, M2,…, Mn); each storage unit requires its own invasion

time (t1, t2,…, tn); and, as a consequence, the invasion time

of storage on the area is the compounded time

t ¼ t1 þ t2 þ � � � þ tn: (14)

The storage invasion of the area is illustrated in Fig. 5.

The single stream of heating agent _m1 heats the storage units

in sequence, not simultaneously. The heating of one storage

unit (say Mi) is not influenced by the heating experienced

earlier by the units in which energy (or exergy) was stored

already (M1, M2,…, Mi�1).

The actual sequence in which the storage units are

accessed can vary: the choices are more numerous when the

storage sites are many. For example, in Fig. 5 the total length

of the “string” design (a) is greater than the total length of

the “radial” design (b). The total length is proportional to the

rate of heat loss from the distribution lines during the inva-

sion time required by storage on the area.

VII. CONCLUDING REMARKS

In this article we identified the special design feature of

distributing energy storage in time-dependent fashion on a

territory, when the energy originates from a concentrated

source. The flow is from point to area, and its distributing

architecture results from tradeoffs between losses during

storage and losses during the transport of energy from the

source to the users on the area. The distribution scheme may

be of several kinds (e.g., Figs. 2, 4, and 5).
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The special feature of this class of energy systems is

that the finite storage material must be distributed in a certain

way among the users on the area. To determine the architec-

ture of distributed energy storage is the challenge.

We illustrated the first steps in this direction by consid-

ering sensible-heat storage, and by distributing a hot fluid

stream to equidistant users on an area. We performed the

analysis in two ways: for exergy storage and for the storage

of heating. For both cases, we found that when the heating

agent is distributed uniformly to the users, the storage mate-

rial should also be allocated uniformly. This conclusion was

reinforced by the corresponding analysis of the distribution

of phase-change material for the storage of exergy.

Furthermore, if the heating fluid is distributed nonuniformly

on the area, then the storage material should be allocated

nonuniformly, in proportion with the flow rates of heating

fluid that arrive at each user point.

Important is the storage time, i.e., the duration of the

“invasion” phenomenon during which energy (or exergy)

flows from the source over the available area. The invasion

time is cumulative (Eq. (14)) and depends on the distribution

paths and the sequence in which the users are served by the

source stream (e.g., Fig. 5).

The evolutionary designs outlined in this article serve

as introduction to future designs that would complete the

realization of practical storage facilities. One aspect that

waits to be explored is the area-distribution of cooling (sen-

sible heat and latent heat), which accounts for the retrieval

of the stored energy. Another aspect is the distribution of

heat transfer equipment (surface) of finite size during the re-

trieval phase, as we showed for sensible-heat storage in

Section IV. The distribution of heat transfer surface on the

area is a basic problem for both storage and retrieval. The

problem can be addressed in two ways: for one heat transfer

surface: between hot stream and storage material; and for

two heat transfer surfaces: one between the hot stream and

the storage material and the other between the storage mate-

rial and the fluid stream that the user circulates through the

storage material.
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