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#### Abstract

This study aims at generating numerical 3D samples of concrete so as to study the effects of the granular inclusions shape on the macroscopic kinetics of reactive transport phenomena. Two types of mesostructure configurations are considered: the first one is composed of a matrix of mortar in which are randomly distributed inclusions corresponding to the concrete coarse aggregates, and the second one also includes a steel rebar. The choice of a mesoscopic modeling for the mortar matrix is based on the need to obtain numerical structures of reasonable size. In particular, the Interfacial Transition Zones (ITZ) are ignored, as this hypothesis seems acceptable for coarse aggregates. This study is applied to the case of drying and atmospheric carbonation by using simplified models solved by the finite element code Cast 3 M . The purpose is to quantify the influence of the aggregate shape on the kinetics of macroscopic transfer and the isovalue lines for some physical variables representative of the reactive transport problems: saturation degree for drying, and porosity, calcite and portlandite concentrations for carbonation. Basic aggregates shapes are studied (spheres, cubes), as well as more complex ones (Voronoi particles) which are supposed to be more representative of real aggregates. The effects of 'non-isotropic' shapes (oblate and prolate ones) are also investigated. It is shown that the influence of the aggregate shapes appears negligibly small on macroscopic indicators, except for oblate shapes with aspect ratios of 3 . This latter case also exhibits substantial local delayed effects and a more important variability, which may have some importance for a precise description and estimation of degradation processes related to steel rebar corrosion.
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## 1. INTRODUCTION

Concrete is a heterogeneous material constituted of a matrix of hardened cement paste in which are distributed granular particles of various size and shape. The durability of this material is known to be highly dependent on its transfer properties, which influence significantly the migration of aggressive substances (e.g., carbon dioxide, chlorides...) from the environment. In partially saturated conditions, these properties strongly depend on both the saturation degree and the material microstructure, and their variations as a function of time. As the main mechanisms of transport and chemical degradation occur in the cement paste phase, it appears of great interest to quantify the effects of the granular particles on these mechanisms. Experimentally as well as numerically, the role of the size, volume fraction and shape of aggregates on various phenomena as microcracking or macroscopic mechanical properties has been investigated by several authors (e.g. [1-6]). Their results show that the aggregate characteristics affect significantly the overall concrete behaviour, and in particular the microcracking development. As a consequence, it is expected that the effects of the shape, relative spatial arrangement and orientation of the particulate phase also influence durability features as for instance the saturation degree including its variability throughout the material and the chemical reactions.

In this paper, we investigate by means of 3D finite element (FE) simulations the effects of particles of different shapes on two phenomena related to concrete durability, namely drying and atmospheric carbonation. This work takes place in the context of studies aiming at characterizing the corrosion of reinforcement steel due to the depassivation mechanisms resulting from carbonation, and its role upon the cracking risks and durability of concrete structures. We focus here on the influence of aggregates on the first stage of this degradation phenomenon, i.e. drying and carbonation, with special regards on their kinetics and the local effects in the vicinity of steel rebars. From a general viewpoint, the numerical simulation of materials behaviour and properties by means of 3D reconstructed microstructures at micro or mesoscale is a topic of increasing interest in the material research community. Its intensive developments for about two decades follow the growing power of computers. The applications of such numerical techniques to cementitious materials cover vast domains ranging from the estimation of early age properties related usually to a hydration model (e.g., [7-10]), calculation of transfer or mechanical properties for sound and degraded materials (e.g. [11-18]) and simulation of cracking behaviour (e.g. [1,2,19,20]). It is noteworthy that in most situations the simulations aim at obtaining evaluations of effective (or more precisely 'apparent') properties from the generated numerical samples, and then refer to the notion of representative element volume (REV). The definition of the REV is in fact tricky as it
depends on the considered material and the sought physical properties (e.g. [21]). By contrast, relatively few studies are devoted to the simulation of the behaviour of heterogeneous structures or elements of structures, as for instance in [22]. From the numerical point of view, in addition to the well-known and widespread finite element method (FEM), alternative and promising methods have been employed to solve the considered problems in particular in the mechanics context, as the extended-FEM (XFEM, e.g. [23]) or fast Fourier transform (FFT, e.g. [8,16,17]). A related challenging issue lies in the geometry construction and especially in the mesh generation. Indeed, unstructured meshes may be extremely difficult to create in the case of complex microstructures, in particular when very close particle boundaries and/or particles with very different sizes are expected. Grid meshes may then represent an interesting option to circumvent the corresponding meshing difficulties; however this method suffers in general from an imprecise description of heterogeneities boundaries, which is known to impact significantly the transport properties as diffusivity (see e.g. [24]). On the other hand, the XFEM takes advantage of the level set method to avoid generating complex meshes, but should also be carefully applied in the case of microstructures exhibiting close particles [25]. Another aspect of great concern when considering 3D simulations is the numerical schemes adopted for solving the problem. While general FEM is known to be costly in terms of required memory and computation time, alternative methods, in particular the ones based on regular grid meshes, may be of interest in certain applications due to very efficient algorithms and reduced needed memory. On the other hand, classical FEM remains attractive when complex problems (for instance defined by a set of coupled nonlinear equations, or including specific elements as interface elements requiring special treatments) are considered. Moreover, the growing power of computers in terms of both memory and parallelisation, combined with the improvement of meshing algorithms, allow solving problems of increasing size with FEM.

In this study, several 3D microstructures with various particle shapes (simple ones as spheres and cubes and more complex ones based on Voronoi particles) and size distribution following a sieve curve are generated. Drying and carbonation processes are modelled by one and two coupled mass balance equations, respectively. To simplify, in this first stage the effects of interfacial transition zones (ITZ) surrounding the aggregates are not taken into account. The choice of FEM associated with classically meshed microstructures (i.e. triangle surface elements representing the boundaries of heterogeneities and tetrahedral elements their volume) is obvious and relies first on the fact that the considered geometries are quite simple so that meshing procedures can be efficiently applied. Second, the use of the versatile FE code Cast3M [26] allows to relatively easily implementing the equations by making use of the
oriented-object language GIBI. The numerical results are analyzed and compared in terms of time evolution of the mean value and coefficient of variation of the depth at which some characteristic quantities (saturation degree for drying, calcite concentration, portlandite dissolution and porosity for carbonation) reach some given value. In a second phase, a steel reinforcement rebar is embedded in the mesostructures, and the response obtained locally in the neighbouring of this rebar is specifically examined and discussed.

## 2. MICROSTRUCTURE GENERATION

We describe in this section the different configurations and geometries investigated in this study and the procedure applied to obtain the corresponding numerical models. Basically, the 3D microstructures under consideration are generated by randomly dispersing particles of given shape and size in a box. The minimal distance between two inclusions and one inclusion and one box face is prescribed by the user. The purpose being to analyze the effects of the particle shape on drying and carbonation phenomena, we propose here to limit our study to microstructures with one surface exposed to the environment. This requirement is fulfilled by imposing a non-overlapping condition between granular particles and the surfaces of the box, then by cutting all the surfaces (i.e. reducing the dimensions of the box) except for the exposed surface. This implies that the initial box dimensions are greater than the final ones. The box final dimensions are chosen to be $10 \times 10 \times 8 \mathrm{~cm}$, corresponding to a surface in contact with the environment of $100 \mathrm{~cm}^{2}$. Such dimensions are assumed to be a good compromise between the representativeness of the material and the number of finite elements of the associated 3D mesh. The initial box dimensions are set to $12 \times 12 \times 9 \mathrm{~cm}$, meaning that slices of thickness 1 cm are removed from the 5 cut faces of the box. To analyze the effects of the aggregates and their interactions with the steel reinforcements on drying and carbonation processes, we propose to consider two configurations of microstructures, one without and the other with the steel rebar, respectively. The first type will then serve to quantify general characteristics regarding concrete at the mesoscale, while the second will focus more particularly on the neighbouring of the rebars. A software developed in python language and making use of the geometry module of the integration platform for numerical simulations Salome [27] automatically generates the samples, provided that all dimensions and particle configurations are prescribed by the user. This module provides a list of functions for working with computer-aided design models and can correct them to be consistent with meshing algorithms. The particles are randomly placed in the box, from the bigger to the smaller ones (see [14] for further details). For the geometries with a steel reinforcement, the rebar is assumed cylindrical and is positioned first in the box. In the case of non-spherical shapes, the
minimum distance between the particle that is being inserted and all the other inclusions already present is exactly calculated via a specific Salome function, allowing to strictly respecting the non-overlapping distance required by the user.

The influence of the particle shape is investigated through different samples generated with spherical and cubic inclusions, and with more complex shapes obtained by extracting particles from a classical Voronoi particle assemblage achieved with the software Qhull [28,29]. Several cases of prolate (long) and oblate (flat) shapes have also been analyzed. These shapes are simply obtained by applying a scale transformation on the Voronoi particles in one or two directions for prolate and oblate particles, respectively. Three different aspect ratios are considered: 2 and 3 for flat aggregates (meaning that the dimensions of the particles are multiplied by 2 and 3, respectively, in 2 perpendicular directions), and 1.5 and 3 for elongated aggregates. As mentioned above, the ITZ surrounding the aggregates are neglected to simplify in this study. Moreover, to limit the computational time due to an excessive quantity of degrees of freedom in the numerical models, the number of inclusions is voluntarily reduced. Only the coarser aggregates composing the concrete with size (equivalent diameter) greater than 8 mm are retained, according to the discretized sieve curve listed in Table 1, which indicates both the number and related volume fraction of particles in each size class. Note that the given dimensions are assumed to correspond to the sphere shape considered here as a reference. For the other shapes, and in particular for both prolate and oblate aggregates, we have chosen to conserve the same number of particles per size class. This means that the maximum aggregate dimensions vary as a function of the shape, since its volume is kept unchanged. In the microstructures free of steel rebars, the imposed number of particles is 470 , corresponding to an initial volume fraction of 0.297 for the yet uncut box. It is noteworthy that due to the random placement of particles and of the subsequent cutting procedure, the effective final volume fraction depends slightly on the microstructure and ranges from 0.328 to 0.34 (see Table 2 for further details). The Figure 1 shows a realization of particles assemblage obtained for the spherical (up left), cubic (up right), Voronoi (down left) and prolate Voronoi (down right) shapes without steel rebar. The face exposed to drying and carbonation appears in the foreground left of the microstructures, while the other faces are cut. Regarding the microstructures incorporating a steel rebar, we have chosen to conserve the same aggregate volume fraction in the concrete phase to ease comparison between the configurations. As a consequence, the number of inclusions has to be corrected to account for the rebar volume in the samples. A diameter of 12 mm has been selected for this rebar, and it is placed at mid-height of the structure and at 20 mm from the exposed surface. In these
conditions, the number of aggregates is set to 404 , which ensures to keep an aggregate volume fraction of 0.297 in the concrete. The Figure 2 presents a realization of microstructures with one steel reinforcement rebar in the case of spherical and Voronoi aggregate shapes.

Generally, when dealing with numerically reconstructed microstructures the question of the representativeness of the generated samples arises. In the present case, this aspect concerns more particularly the spatial distribution and arrangement of the aggregates. It will be seen in the following sections that for the considered problems of drying and carbonation, the most influential particle shape is the flat one with higher aspect ratio. We then propose to carry out a specific study to evaluate the effects of the random placement process of the inclusions in this particular case of flat aggregates with aspect ratio equal to 3. For this purpose two other samples will be generated and the numerical results will be analyzed and compared. Moreover, as it may be expected that the spatial arrangement (i.e. position and orientation) of the aggregates is shape-dependant especially near the exposed surface, we also evaluate the evolution of the averaged volume fraction of the particulate phase as a function of the depth for the different microstructures. Although this provides only limited information with regard to the precise respective position of the aggregates, this general characteristic will be useful from the viewpoint of our comparative study. The average procedure is performed quite simply on planes parallel to the exposed surface. The Figure 3 presents the results of the aggregate volume fraction evolutions for the microstructures without (up) and with (down) steel rebar. Overall, we note that these evolutions are quite similar within the two configurations, with relatively large variations ranging roughly between about 0.28 and 0.42 . Interestingly, we also remark that a maximum value is generally calculated at a depth near $0.009-0.01 \mathrm{~m}$, except for the cases with inclusions exhibiting high aspect ratios (i.e. flat and elongated particles). It is noteworthy that the position of this peak corresponds approximately to half of the maximum size of the aggregates with aspect ratio close to 1 plus the minimal distance imposed between inclusions and the box faces ( 1 mm ). This peak could result from the placement algorithm which may tend to slightly concentrate the aggregate phase in this region, due to the truly random and size-dependant positioning process (i.e., from larger to smaller particles). Further investigations, including a comparison with real concrete microstructures, would be necessary to clarify this aspect. On Figure 3 down is also indicated the location of the steel rebar, and we observe that its presence does not perturb significantly the aggregate volume fraction in the concrete phase. However, we remark in the vicinity of the rebar edges (i.e., near depths of 20 and 32 mm ) a slight decrease of the particle concentration, consecutive to the space free of aggregates located around the rebar and due to
the prescribed minimal distance between the particles and the other obstacles in the box. To conclude on the microstructure geometry, we consider in the following that the main characteristics of the generated samples are sufficiently similar to allow a clear and meaningful comparison of the results regarding the drying and carbonation phenomena.

Once the geometry of the microstructures is created, the corresponding conforming mesh is generated via Salome. We used the automatic meshing softwares BLSURF and GHS3D developed by Distene [30] and plugged in Salome to compute the surface meshes and the volume elements. BLSURF is a mesh generator for surfaces composed of parametric patches, conforming to a prescribed size map. GHS3D is a meshing software component which creates automatically tetrahedral meshes out of closed triangular surface meshes. It is noteworthy that the meshing procedure is very fast as it takes only several minutes to create the meshes. In fact, the geometry construction as a whole is more time-consuming than the meshing phase, except for the case of spherical particles. This is mainly due to the numerous and relatively complex calculations of minimum distances between non-spherical particles that are required in the insertion stage. For the extreme cases of inclusions with aspect ratio far from 1 (i.e., flat or elongated shapes), the insertion becomes more and more difficult since specific orientations of the particles are rapidly necessary, in addition to specific locations of the gravity centre, to fill the available space in the box. It may take up to several hours on a classical Linux machine where only one core is used to achieve the placement of the 470 aggregates in case of prolate shapes with aspect ratio of 3 , while only several minutes are required for spheres. For those 'difficult' cases, at the end of the process (i.e. when there remains little free space), it may take more than 5000 tries to place one aggregate. However, strictly speaking, for the problems and configurations considered in this study, the generation of the numerical samples is not a difficult task, which plainly justifies the recourse on FEM.

The number of linear tetrahedra in the different meshes in the cases with no steel rebars is listed in Table 2. Due to the curvature of the surfaces of the spherical inclusions, the number of elements needed for their discretization is greater than for the other shapes which exhibit plane surfaces. Note that the conditions imposed for creating the meshes, i.e. a maximum element size of 2 mm for the triangles composing the particle surfaces, is similar for all microstructures. The number of elements in the matrix that will be used for the computations (the particle phase is not included in the calculations) ranges then between about 280,000 and 500,000 for the cubic and spherical shape, respectively.

## 3. DRYING AND CARBONATION MODEL

We briefly present in this section the model proposed for describing the coupled drying and carbonation of concrete, which is a simplified version of the model initially proposed in [31] and modified in [32]. Basically, this model assumes that the main phenomena involved in the carbonation are the water migration through the connected porosity, and the diffusion of carbon dioxide in the gaseous phase and its subsequent interactions with the hydrated phases initially present to produce calcium carbonate (calcite). Accordingly, it is governed by 2 coupled mass conservation equations written for water (1) and carbon dioxide in gas phase (2) in the form:

$$
\begin{align*}
& \frac{\partial\left(\rho_{l} \phi S_{r}\right)}{\partial t}=\nabla\left[K(\phi) \frac{\rho_{l}}{\eta} k_{r}\left(S_{r}\right) \nabla\left(P_{l}\right)\right]+W_{H_{2} O}  \tag{1}\\
& \frac{\partial\left(\left(1-S_{r}\right) \phi P_{\bar{c}}\right)}{\partial t}=\nabla\left[f\left(\phi, S_{r}\right) D_{\bar{c}} \nabla\left(P_{\bar{c}}\right)\right]+W_{C O_{2}} \tag{2}
\end{align*}
$$

In equation (1), it is implicitly assumed that the main transport process for moisture results from gradients of water pressure $P_{l}$ (permeation), i.e. the migration of vapour in gas phase is neglected. This assumption was analyzed and justified in the case of high-performance concrete in [33], and has been since applied in a number of contributions, see e.g. [31]. Moreover, the pressure of the gas phase is neglected with respect to the one of the liquid, such that $P_{c} \approx-P_{l}$, with $P_{c}$ the capillary pressure. Accordingly, equation (1) is driven by $P_{l}$, since it also appears via $P_{c}$ in the desorption isotherm curve defining classically the relation between the saturation degree $S_{r}$ and $P_{c}$. The following relation proposed by [34] is retained for modelling the isotherm curve:
$S_{r}=\left(1+\left(\frac{P_{c}}{P_{0}}\right)^{\frac{1}{1-m}}\right)^{-m}$
where $P_{0}$ and $m$ are calibration parameters. The parameters involved in equation (1) are defined as follows: $K(\phi)$ is the intrinsic permeability coefficient, depending on the porosity $\phi$, which is ruled by the relations given in [34], as well as the relative permeability for liquid $k_{r}\left(S_{r}\right)$, as:
$K(\phi)=K_{0}\left(\frac{\phi}{\phi_{0}}\right)^{3}\left(\frac{1-\phi_{0}}{1-\phi}\right)^{2}$
$k_{r}\left(S_{r}\right)=\sqrt{\overline{S_{r}}}\left(1-\left(1-S_{r}^{1 / m}\right)^{m}\right)^{2}$
where the constants $\phi_{0}$ and $K_{0}$ are the initial porosity and corresponding permeability; $\rho_{l}$ and $\eta$ are the density and dynamic viscosity of water, respectively.

Equation (2) is driven by the partial pressure of carbon dioxide $\left(\mathrm{CO}_{2}\right)$ in the gaseous phase denoted as $P_{\bar{c}}$. Note that this equation is derived with the hypotheses that the pressure of the whole gas phase remains constant, and that the $\mathrm{CO}_{2}$ behaves as an ideal gas. This latter assumption formally reads $\rho_{\bar{c}}=M_{\bar{c}} P_{\bar{c}} /(R T)$, with $\rho_{\bar{c}}$ and $M_{\bar{c}}$ the density and molar mass of $\mathrm{CO}_{2}$, respectively, $R$ the perfect gas constant and $T$ the temperature. $f\left(\phi, S_{r}\right)$ and $D_{\bar{c}}$ are the reduction factor and diffusion coefficient of $\mathrm{CO}_{2}$ in gas phase, respectively, so that the product of both can be considered as the effective diffusion coefficient of carbon dioxide through the porous material. The reduction factor retained in this study is due to Millington [35] and takes the form:

$$
\begin{equation*}
f\left(\phi, S_{r}\right)=\phi^{4 / 3}\left(1-S_{r}\right)^{10 / 3} \tag{6}
\end{equation*}
$$

The coupling between equations (1) and (2) appears through the saturation degree $S_{r}$ and equation (3), but also in the rates of water formation $W_{H_{2} \mathrm{O}}$ and carbon dioxide dissolution $W_{\mathrm{CO}_{2}}$ expressed by:

$$
\begin{align*}
& W_{\mathrm{H}_{2} \mathrm{O}}=M_{\mathrm{H}_{2} \mathrm{O}} \phi S_{r}\left(\dot{N}_{\mathrm{por}}+\alpha_{\mathrm{H}_{2} \mathrm{O}} \dot{N}_{C S H}\right)  \tag{7}\\
& W_{\mathrm{CO}_{2}}=-R T \phi S_{r} \dot{N}_{c a l} \tag{8}
\end{align*}
$$

In these relations, $\dot{N}_{\text {cal }}$ is the molar formation rate of calcite, $\dot{N}_{\text {por }}$ and $\dot{N}_{C S H}$ denote the molar dissolution rate of portlandite and of other hydrates (mainly C-S-H), respectively, and $M_{\mathrm{H}_{2} \mathrm{O}}$ is the molar mass of water. We have indeed considered separately the dissolution precipitation processes of portlandite and of the other hydrates, due to the higher reactivity of portlandite [31,36,37]. The coefficient $\alpha_{\mathrm{H}_{2} \mathrm{O}}$ stands for the average number of moles of water obtained from the dissolution of one mole of 'various' hydrates. The expressions of these molar formation rates appear in equations (9)-(11), where $k_{H}$ is the Henry constant for carbon dioxide, and $k_{s l}\left(S_{r}\right)$ is a function introduced in [38] and slightly modified in [31] to describe at a macroscopic scale the influence of the saturation degree on the chemical reaction processes (i.e. the reduction of water in the pores leads to decrease the reactions). The expression of $k_{s l}\left(S_{r}\right)$ is given in equation (12).

$$
\begin{align*}
& \dot{N}_{c a l}=\dot{N}_{p o r}+\dot{N}_{C S H}  \tag{9}\\
& \dot{N}_{p o r}=k_{s l}\left(S_{r}\right) k_{H} \widetilde{k}_{p}\left(V_{p}\right) P_{\bar{c}}  \tag{10}\\
& \dot{N}_{C S H}=k_{s l}\left(S_{r}\right) k_{H} \widetilde{k}_{C S H}\left(C_{c a l}\right) P_{\bar{c}} \tag{11}
\end{align*}
$$

$k_{s l}\left(S_{r}\right)=\frac{1}{1+625\left(1-S_{r}\right)^{4}}$
The functions $\tilde{k}_{p}\left(V_{p}\right)$ and $\tilde{k}_{C S H}\left(C_{c a l}\right)$ appearing in equations (10)-(11) are kinetic coefficients depending on the current volume fraction of portlandite $V_{p}$ and concentration of calcium in solid phase $C_{\text {cal }}$, respectively. It should be stressed that the simplified chemical reactions relative to the hydrate dissolution - calcite precipitation as expressed by these equations correspond to first order kinetic law with respect to the $\mathrm{CO}_{2}$ pressure. The kinetic coefficient for the calcite formation from portlandite $\tilde{k}_{p}$ is assumed to evolve as proposed in [36] and applied in [32], i.e. the calcite is supposed to form a growing layer surrounding the portlandite crystals during the dissolution process. The consequence is that this layer progressively reduces the corresponding chemical reactions kinetics, which are driven by the diffusive phenomena through the calcite layer. Assuming spherical portlandite crystals and calcite coating, the expression of this kinetic coefficient is obtained as [32]:
$\tilde{k}_{p}\left(V_{p}\right)=\frac{3 V_{p}}{R_{p 0}}\left(1-\kappa_{p}\right)^{2 / 3} \frac{D_{\mathrm{CaCO}_{3}}}{\lambda+R_{p 0}\left(\left(1+\kappa_{p}\left(\frac{\bar{V}_{C a C O_{3}}}{\bar{V}_{C H}}-1\right)\right)^{1 / 3}-\left(1-\kappa_{p}\right)^{1 / 3}\right)}$
with
$\kappa_{p}=1-\frac{V_{p}}{V_{p 0}}$
In these relations appear several model parameters having the following signification: $V_{p 0}$ defines the initial volume fractions of portlandite; $R_{p 0}$ is the initial equivalent radius of portlandite crystals; $\lambda$ is assumed to stand for the initial calcite layer depth (for $\kappa_{p}=0$ ) so as to get $k_{p}\left(V_{p 0}\right)$ equal to the kinetic coefficient of calcite formation in solution; $\bar{V}_{C H}$ and $\bar{V}_{C a C O_{3}}$ are the molar volume of portlandite and calcite and $D_{\mathrm{CaCO}_{3}}$ is the diffusion coefficient of the calcite layer.

The kinetic coefficient for the other hydrates is assumed to evolve linearly with the calcium concentration [32], as:
$\tilde{k}_{C S H}\left(C_{c a l}\right)=\alpha_{C S H} \frac{C_{c a l}}{C_{c a l}^{0}}$
where $\alpha_{C S H}$ is a calibration parameter and $C_{c a l}^{0}$ is the initial solid calcium concentration of the 'various' hydrates (in $\mathrm{mol} / \mathrm{m}^{3}$ ).

The main simplification of this numerical model in comparison to the previous versions [31,32] concerns the calcium concentration calculation. Indeed, in the previous versions of the
model, a mass balance equation describing the reactive diffusion of calcium ions in pore solution was solved, coupled with water and carbon dioxide mass balance equations similar to (1)-(2). This equation intended to account for the dissolution - precipitation phenomena related to the initial hydrated phases, and for the corresponding migration of calcium in the solution. In the present approach, no diffusion of calcium is considered and is instead replaced by a local chemical equilibrium of calcium, meaning that the calcium dissolved from portlandite and the other hydrates is locally transformed into calcite. Formally, this is equivalent to considering that the whole calcite formation process (including $\mathrm{CO}_{2}$ diffusion) is faster than calcium migration through the solution. It will be shown below through a numerical comparison between the two models that this simplification has a very weak influence on the results in the case of accelerated carbonation, i.e. when the $\mathrm{CO}_{2}$ pressure is relatively high. Further investigations, which are beyond the scope of this paper, would be necessary to analyze its effects in atmospheric carbonation conditions.

This model was implemented in the FE code Cast3M [26], and the equations solved successively and iteratively with a fully implicit numerical scheme. The model was tested on 2D and 3D numerical simulations on concrete for both accelerated and atmospheric carbonation. The material properties as well as the model parameters were chosen equivalent to those proposed in [32] for the comparison to be relevant. The material considered here is a CEM I concrete with a water/cement ratio equal to 0.42 . The parameters for the drying model are $P_{0}=59.08 \mathrm{MPa}$ and $m=0.532$. The intrinsic permeability $K_{0}$ is taken equal to $2.1 \times 10^{-22} \mathrm{~m}^{2}$. The initial porosity of the material is $8 \%$. The diffusion coefficient $D_{\bar{c}}$ for $\mathrm{CO}_{2}$ is considered equal to $6.82 \times 10^{-9} \mathrm{~m}^{2} / \mathrm{s}$. The dissolution - precipitation kinetic coefficients are set to the following values: $\alpha_{C S H}=4 \times 10^{-4} ; \lambda=5 \times 10^{-7} \mathrm{~m} ; R_{p 0}=5 \times 10^{-6} \mathrm{~m} ; D_{C a C O}=5 \times 10^{-13} \mathrm{~m}^{2} / \mathrm{s} ; \alpha_{H_{2} O}$ $=2.04$.

Some numerical results are now presented in the case of the simulation of an accelerated carbonation test. This simulation is performed in 2D, but the phenomena are one-dimensional in the sense that only one row of 100 identical elements is considered with one edge (the exposed face) submitted to carbonation. The dimensions of the structure are 5 cm long and 0.05 cm high, with carbonation processes directed along the largest dimension. The material is initially fully saturated, and exposed to drying at $S_{1}=65 \%$ and carbonation at $P_{\mathrm{CO}_{2}}=50 \mathrm{kPa}$ on the exposed face. The numerical profiles of portlandite and calcite volume fractions are represented in Figure 4 for several terms. We note that they are in very good agreement with the ones obtained with the previous and more sophisticated model in [31,32]. As the pH is not directly accessible numerically, the carbonation depth as defined by the widely used
phenolphthalein test is simply estimated from the portlandite profile. In [39], the carbonation depths obtained by phenolphthalein in the case of accelerated tests are found to be located in the degraded zone at concentrations of portlandite corresponding to about $10 \%$ of its initial quantity. Following this simple method (which has already been applied in [32]), the accuracy of the model is tested by a comparison with both numerical and experimental results for the accelerated carbonation test as presented in [32]. This comparison is illustrated on Figure 5, and again a good agreement is obtained between the two models and the experimentsErreur ! Source du renvoi introuvable. The differences observed for the first terms shall be explained by the differences in portlandite profiles close to the exposed face: the influence of $S_{r}$ on the carbonation process is not taken into account in the same way. Indeed, in [32] the function $k_{s l}\left(S_{r}\right)$ presented in equation (12) is replaced directly by $S_{r}$. Despite these differences, the comparison remains very satisfactory.

To illustrate the capacities of the model, the Figure 6Erreur ! Source du renvoi introuvable. presents the results of a numerical simulation of atmospheric carbonation for the same material in terms of portlandite and calcite volume fraction profiles at different times. The only difference with the case of Figure 4 is the pressure of $\mathrm{CO}_{2}$ on the exposed face which is set to $P_{\mathrm{CO}_{2}}=35 \mathrm{~Pa}$ here, i.e. conform to the average partial pressure in the atmosphere. We observe that the profiles do not exhibit a steep front, and are smoother than in the case of accelerated carbonation, in agreement with both numerical [31] and experimental [40,41] results. Accordingly, the carbonation depth is more complex to define in this case with the approximate method described above since small variations of the threshold value of portlandite may impact the depth by the order of one centimetre. Therefore, in the following section, rather than presenting the carbonation results in terms of carbonation depths based on phenolphthalein test (i.e., defined on pH ), we have decided to analyze the simulations in terms of arbitrary chosen threshold values of several degradation indicators, namely calcite formation, portlandite dissolution and porosity clogging. These indicators will permit to simply characterize the effects of aggregate shapes and to ease comparison between the different mesostructures defined in the former section.

To conclude, the present model turns out to provide results in terms of calcite and portlandite concentration profiles very close to the ones obtained with a previous and more complex version of the model. Further, the phenolphthalein carbonation depths calculated in the case of an accelerated test appear in very good agreement with both experimental and numerical results. We then consider that the model is relevant and suitable for numerical simulations on the large meshes considered in this study (up to 500,000 elements).

## 4. RESULTS AND DISCUSSION

We present and analyze in this section the numerical results obtained on the different mesostructures described in section 2 . The drying simulations have been performed with an initially saturated material exposed to a saturation degree equal to $65 \%$ on the exposed face. The issue of drying is equivalent to a simple diffusive problem: no source term appears in equation (1) in this case, and the porosity of the material and the transport properties do not evolve during the simulation due to microstructure changes. On the contrary, the carbonation issue is more complex, as a consequence of the coupling between the reactive transport of water and of carbon dioxide through the source terms of equations (1) and (2). The simulations have been achieved with conditions of atmospheric carbonation, i.e. pressure of carbon dioxide equal to 35 Pa , and saturation degree equal to $65 \%$ on the external face. Note that as already mentioned, only the matrix phase is considered in the simulations. This matrix phase is assimilated here as mortar. Consequently, the model parameters defined in the previous section for concrete are modified as follows. The porosity is set to $\phi_{0}=13 \%$ (i.e. calculated by substituting the volume fraction of the aggregates); the intrinsic permeability $K_{0}$ is assumed to be increased to $5 \times 10^{-22} \mathrm{~m}^{2}$; the effect of the higher $\phi_{0}$ on the diffusion coefficient of $\mathrm{CO}_{2}$ is supposed to be accounted for through $f\left(\phi, S_{r}\right)$ in equation (6). The other parameters are kept unchanged, with the exception of the hydrates volume fractions which are corrected to account for the absence of aggregate phase.

We first present the results obtained on the mesostructures without steel rebar. To ease comparison and as specified above, we focus on averaged depths where the outputs of interest for the respective problems of drying and carbonation reach some given value. For the drying simulations, we choose to analyze the depths at which the averaged saturation degree reaches $80 \%$, while for carbonation we investigate the depths where the calcite formation, portlandite dissolution and porosity decrease reach the averaged values of $0.01 \mathrm{~m}^{3}$ per $\mathrm{m}^{3}$ of porous material, $80 \%$ of the initial quantity and $10 \%$ of the initial value, respectively.

One can observe on Figure 7 and Figure 9 the mean values for the saturation degree and calcite precipitation depths, respectively. In both cases, these mean values are very close whatever the aggregate shapes, except for the oblate (flat) Voronoi aggregates with a shape factor of 3 (i.e. very anisotropic shapes). For this latter case, the mean values are slightly inferior to the values obtained for the other shapes.

The second observation derives from Figure 8 and Figure 10, showing the coefficient of variation of the drying and carbonation depths corresponding to Figure 7 and Figure 9. The
coefficient of variation shall be considered as an indicator of the shape of isovalue planes in the material. A low coefficient of variation would indicate a drying/carbonation front relatively homogeneous on surfaces parallel to the exposed face and, thus, not particularly disturbed by the aggregates. On the contrary, a high coefficient of variation would point out disturbances in the transfer process due to the considered inclusions. It appears that the coefficient of variation remains very close for all isotropic shapes, and even for those that are moderately 'anisotropic' (i.e. cubes and Voronoi particles with shape factor less than 2). It reaches an extreme value in the region near the maximal volume fraction of coarse aggregates (see Figure 3). This phenomenon might be explained by the fact that in the first millimetres, there is essentially mortar and few aggregates. The material becomes then progressively more and more 'heterogeneous' as a function of the depth. Therefore, it is expected that the aggregates impact strongly the results in the transition region between the exposed surface and the microstructure core, where their volume fraction is approximately constant. We also anticipate that the more 'anisotropic' the aggregate shape, the more disturbed the geometry, and thus, the transport processes. We indeed observe that the coefficient of variation for the drying/carbonation depths reaches its maximal value in the same zone as the volume fraction of aggregates, and that it is more important for very anisotropic aggregate shapes. It is worth mentioning that for such anisotropic shapes, the particles seem to exhibit a preferential orientation, i.e. globally more 'parallel' to the exposed surface, as may be seen on Figure 1 down right in the case of flat aggregates. The corresponding spatial arrangement in the region close to the external face is then probably different from that deeper in the material. This point would deserve further investigations, but is beyond the scope of the present study. For further drying/carbonation depths, the coefficient of variation decreases towards a relatively low value that we infer to be asymptotic, meaning that the dispersion is small.

Let us specify that the conclusions are very similar whatever the indicator chosen for the carbonation depth: decrease of the porosity (see the mean value on Figure 11 and corresponding coefficient of variation on Figure 12) or dissolved portlandite (see the mean value on Figure 13 and the corresponding coefficient of variation on Figure 14).

To evaluate the influence of the mesh fineness on the results, additional simulations have been performed on a larger mesh in the case of isotropic Voronoi aggregates. The number of elements in the matrix for this finer mesh is about 700,000, compared to approximately 330,000 in the initial mesh. The results for the drying simulation can be observed on Figure 15 for both meshes. It is noteworthy that only negligible differences appear on the mean value of the drying depth as well as on the coefficient of variation. The same comparison appears on

Figure 16 for the carbonation simulation and for the indicators defined previously: calcite volume fraction equal to $0.01 \mathrm{~mol} / \mathrm{L}$ (a), porosity decreased by $10 \%$ (c) and initial portlandite volume fraction decreased by $80 \%$ (e). Then, concerning the mean value of the carbonation depths or their coefficient of variation (Figure 16 (b), (d) and (f), respectively), the conclusions are again that negligible influences of the mesh size are observable. We consider therefore that the fineness of the initial meshes specified in Table 2 is sufficient to provide accurate numerical results.

As mentioned in section 2, further investigations have been conducted to evaluate the reproducibility of the results in the case of flat Voronoi inclusions with aspect ratio of 3. This case is chosen as its results exhibit some discrepancies with the other configurations. Two more microstructures have then been generated (only the spatial arrangement of the aggregates is different), and the corresponding results are compared with those obtained on the initial geometry. Figure 17 and Figure 18 present the results in terms of drying and carbonation simulations, respectively. From these figures, it appears that whatever the observed indicators ( $S_{r}=80 \%$ for the drying process, calcite formation, portlandite dissolution and porosity decrease for the carbonation process), the results are very close for all three microstructures (denoted as RVE1 for the initial geometry, and RVE2 and RVE3 for the two complementary ones). The discrepancies with the other configurations involving different aggregate shapes appear even slightly more marked with the new samples. These results then confirm that the microstructures generated numerically lead to reproducible simulations even with very 'anisotropic' inclusions when considering the averaged kinetic indicators as previously defined. It is then shown that flat aggregates affect moderately these indicators.

The next step of this study is to investigate the effects of the inclusions shape on the saturation degree and carbonation kinetics close to the steel rebar embedded in the mesostructures. As already explained, a subsequent work will focus on the corrosion process at the steel/mortar interface, and the kinetics of the growing corrosion products formation shall depend on both state variables and their respective gradients at the rebar surface (saturation degree, $\mathrm{O}_{2}$ pressure, local depassivation due to carbonation, all phenomenon being ruled by reactive diffusion processes). The simulations and corresponding initial and boundary conditions are the same as those presented for the mesostructures without steel rebar.

On Figure 19 the averaged saturation degree at 1100 days for the drying simulation is plotted for three planes parallel to the exposed face, for all kind of inclusions shapes
considered in this study. The three planes presented here are the plane just before and tangent to the steel rebar (so at 2 cm from the exposed face), the plane just behind and also tangent to the rebar (then 3.2 cm from the exposed face), and the plane passing by the axis of the steel rebar (at 2.6 cm from the exposed face). These 3 planes are denoted as external, internal and meddle, respectively. The x-axis of Figure 19 corresponds to distances measured along a vertical axis from the upper surface of the mesostructures to the lower one (see Figure 2). To facilitate the interpretation of the curves, the position of the rebar is also indicated. It is important to notice that the averaging procedure of this graph and the following ones is different from the preceding results: the quantities are indeed averaged over lines parallel to the rebar axis, whereas they were averaged on surfaces in the preceding Figures. Local effects are then expected to be more marked in the present case. Overall, we note that the averaged saturation degree $S_{r}$ is approximately $0.76,0.78$ and 0.80 for the 3 planes, respectively, the lowest value being the closest from the exposed face. A second visible effect is that a disturbance due the rebar is observed in both external and internal planes. Regarding the external plane, the excess of drying near the rebar is probably due partly to a locally higher volume fraction of mortar because of the minimal distance condition between the inclusions, and also to a lower aggregate concentration consecutive to the placement algorithm between the rebar and the exposed face. For the internal plane, the lower saturation degree close to the rebar is mainly a consequence of the rebar itself, which clearly appears as an obstacle for the water transport. For both cases, the perturbations are however relatively limited, in the range of 0.01-0.015 in saturation degree. Concerning the local effects linked to the averaging procedure, we remark indeed small variations of saturation degree of the order of 0.01 along the x -axis for each mesostructure. No significant difference in the kinetics of drying may be observed between the different cases of aggregate shapes, except for the flat and to a lesser extent the elongated ones with shape factor of 3 , which exhibit more important variations of $S_{r}$ (up to 0.02 ) with respect to the other cases and also along the x-axis. The conclusions from the Figure 19 are that close to the rebar, some moderate perturbations in the kinetics of the drying process appear due to the presence of this rebar. The influence of the inclusion shapes is low, except for the highly oblate aggregates for which non-negligible variations of $S_{r}$ are visible. Then, if precise values of saturation degree are needed in the mesostructure, the aggregate shape should be considered whenever its shape factor significantly deviates from 1 , and in particular in case of oblate shape. Further, it is worth noting that the discrepancies observed in Figure 19 between the various configurations are more marked than in the previous graphs showing mean depths as a function of time. This is probably due to the averaging procedure performed over lines in the present case instead of surfaces as in the
previous figures. The local variations of saturation degree are better captured in the former case since the averaging volume is much smaller.

Figure 20 and Figure 21 show the results on the same 3 planes for the carbonation simulations at 800 years corresponding to the calcite volume fraction (the highest values correspond to the external plane) and the portlandite volume fraction (the lowest values correspond to the external plane), respectively. Generally, the conclusions are nearly the same as previously: few effects of the inclusions shape are observed, except for the highly oblate aggregates. Moreover, it is interesting to notice that the perturbations on the external plane due to the rebar, i.e. between the rebar and the exposed face, are almost negligible, whereas they are much more important behind the rebar on the internal plane. This remark applies for both calcite and portlandite volume fraction. This indicates that the carbonation front ought to be inhomogeneous on the steel surface, which may affect the onset of corrosion process and subsequent cracking.

As a more general remark, we observe that at long term the effects of the drying kinetics on carbonation are negligible. Indeed, saturation degree is nearly constant after several tens of years in the mesostructure (and then in the vicinity of the rebar). This is due to the fact that transfer kinetics is much faster than water release resulting from carbonation reactions. It is in total agreement with simpler models where the only considered mechanism is calcite formation, the moisture transfer being ignored (see e.g. [42]). This remark would obviously be irrelevant in the case of variable conditions of external relative humidity, for which a precise calculation of saturation degree and a more realistic description of sorption-desorption curves would be required.

Let us finish this study by considering the coefficient of variation for the various quantities of interest at the steel/mortar interface. Recall that the higher the coefficient of variation, the more important the effects of the inclusions on these quantities at the rebar surface. For the drying process, this coefficient of variation is about $0.29 \%$ on $S_{r}$ for the so-called isotropic shapes (cubic, spherical, Voronoi particles), whereas it is close to $0.35 \%$ for prolate and oblate shapes with a shape factor of 2 , and it reaches $0.58 \%$ for the highly oblate shape. Clearly enough, these values are very small, meaning that the variability is very low. Concerning the carbonation process, for the isotropic shapes the coefficient of variation is close to $2.2 \%$ and $7 \%$ for the calcite and the portlandite volume fractions, respectively; it reaches $2.7 \%$ and $8 \%$ for the lowly anisotropic shapes and $4.9 \%$ and $13 \%$ for the highly anisotropic ones. In the carbonation simulations, the values are then much higher, indicating a marked variability in particular in the case of the portlandite volume fraction. Again, this may have noticeable consequences regarding the corrosion processes.

The main conclusion of this study would be that the kinetics of the transport processes we considered, as well as their local variability, depend essentially on the volume fraction of aggregates and would hardly depend on the aggregates shapes, provided the considered shapes remain 'rather' isotropic. For largely anisotropic aggregate shapes (but with a still isotropic spatial distribution and orientation of the inclusions), the transfer processes appear to be moderately reduced, and the local spatial variability more important. These conclusions should however be considered with caution, as the ITZ have not been taken into account in the modelling approach and only the coarse aggregates have been investigated.

Therefore, it appears that for a macroscopic modelling approach involving transport processes (such as drying or carbonation), the influence of the aggregate shapes could be neglected, and the aggregates could be chosen of the shapes that seem more convenient for the numerical simulations. Specifically, it is in general much easier to build the geometry with spherical inclusions, while the generated meshes are smaller with cubic or polyhedral inclusions, etc. However, when a more precise knowledge of state variables is required in particular locations (for example at the steel/mortar interface), aggregate shapes with aspect ratio far from 1 should be explicitly considered in the model as they affect non-negligibly the results. Let us keep in mind also that only transport processes have been taken into consideration, and the conclusions we drew from this study cannot be directly extended to mechanical behaviour.

## 5. CONCLUSIONS

This study investigates the effects of the shape of coarse aggregates on the macroscopic drying and carbonation phenomena in concrete by means of 3D FE simulations. It is the first stage of a project aiming at characterizing the corrosion processes due to carbonation and corresponding initiation of cracking at the mesoscale of concrete. Two types of numerical mesostructures are generated, with and without steel rebar. The latter configuration involves 470 granular particles randomly placed and oriented, whereas the former involves 404 aggregates to conserve the same volume fraction in the concrete phase. The ITZ is ignored in this study. Different aggregate shapes are considered: 'isotropic' ones (spherical, cubic, Voronoi particles) and 'anisotropic' ones (prolate and oblate Voronoi particles with various scale coefficients).

The numerical results obtained with the different mesostructures without rebar are compared in terms of time evolution of the mean depth at which the saturation degree reaches $80 \%$ for the drying problem. For carbonation, the comparison is made for mean depths where
the calcite formation, portlandite dissolution and porosity decrease reach the averaged values of $0.01 \mathrm{~m}^{3}$ per $\mathrm{m}^{3}$ of porous material, $80 \%$ of the initial quantity and $10 \%$ of the initial value, respectively. It is shown that all configurations provide very similar results, except for the case with oblate (flat) Voronoi aggregates obtained with a scale transform coefficient of 3. In this case the depths are slightly lower, indicating globally smaller transport properties, and the coefficients of variation are higher in the region near the face exposed to the environment. These discrepancies may be explained by slightly different spatial arrangements and orientations of the aggregates in this zone.

The mesostructures with rebar exhibit moderate perturbations of the quantities of interest near the rebar. Between the rebar and the exposed surface, both drying and carbonation slightly accelerate, while they slow down significantly behind the rebar. This indicates that carbonation is non homogeneous on the steel rebar surface, but the consequences are difficult to quantify with regards to corrosion risks. Concerning the effects of the aggregate shape, the conclusions are the same as for the mesostructures without rebar: no important influence of the shape is noted, except for the oblate aggregates with aspect ratio of 3 , for which a non negligible delayed effect is observed.

To sum up, for the drying and carbonation phenomena considered in this study, the influence of the coarse aggregate shapes appears negligible (low for flat shapes) compared to their volume fractions, when only macroscopic indicators are regarded. However, if more precise values are needed locally to analyze at a finer scale some degradation processes, then the aggregate shape should be considered whenever its aspect ratio is more than about 2 , as it may affect noticeably the results. Finally, as mentioned above, the coupling of the model with mechanics is currently being processed, so as to be applied to the case of corrosion initiation induced by carbonation, with the aim of capturing the onset of cracking.
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## Tables

Table 1: Discretized sieve curve for spherical aggregates

| Size class (mm) | 8 | 10 | 12 | 14 | 16 |
| :--- | :---: | :---: | :---: | :---: | :---: |
| Number of particles | 144 | 89 | 85 | 95 | 57 |
| Volume fraction (\%) | 2.99 | 3.58 | 5.92 | 10.58 | 9.40 |

Table 2: Characteristics of the different 3D microstructures and their corresponding meshes (the scale transform coefficient is indicated for prolate and oblate Voronoi particles)

|  | Spheres | Cubes | Voronoi | Prolate <br> (long) 1.5 | Oblate <br> (flat) 2 | Prolate <br> (long) 3 | Oblate <br> (flat) 3 |
| :--- | :---: | :--- | :---: | :---: | :---: | :---: | :---: |
| Volume fraction of <br> inclusion | 32.76 | 33.45 | 33.57 | 34.01 | 32.99 | 32.79 | 33.78 |
| Total number of <br> tetrahedra | 736410 | 417882 | 474241 | 457124 | 452346 | 537719 | 540005 |
| tetrahedra number <br> in the matrix | 498549 | 277457 | 327587 | 309821 | 311302 | 378278 | 374690 |

Figures


Figure 1: Microstructures generated with spheres (up left), cubes (up right), Voronoi particles (down left) and prolate Voronoi particles with aspect ratio of 3 (down right).


Figure 2: Microstructures generated with spheres (left) and Voronoi particles (right) and incorporating a steel rebar.


Figure 3: Variation of the volume fraction of aggregates as a function of depth for the different microstructures without (up) and with (down) steel rebar.


Figure 4: Portlandite (up) and calcite (down) profiles for accelerated carbonation numerical tests.


Figure 5: Comparison between numerical simulations results and experimental results from Bary et al. 2006 [32].


Figure 6: Portlandite (up) and calcite (down) profiles for atmospheric carbonation numerical tests.


Figure 7: Mean value for the drying depth at $\mathrm{S}_{\mathrm{r}}=\mathbf{8 0 \%}$.


Figure 8: Evolution of the coefficient of variation for the drying depth at $\mathbf{S}_{\mathbf{r}} \mathbf{= 8 0 \%}$.


Figure 9: Mean value for the carbonation depth (corresponding to a calcite concentration equal to 0.01).


Figure 10: Evolution of the coefficient of variation for the carbonation depth (corresponding to a calcite concentration of $\mathbf{0 . 0 1}$ ).


Figure 11: Mean value for the carbonation depth (corresponding to porosity decreased by $\mathbf{1 0 \%}$ ).


Figure 12: Evolution of the coefficient of variation for the carbonation depth (corresponding to porosity decreased by $\mathbf{1 0 \%}$ ).


Figure 13: Mean value for the carbonation depth (corresponding to $\mathbf{8 0 \%}$ of the initial portlandite dissolved).


Figure 14: Evolution of the coefficient of variation for the carbonation depth (corresponding to $80 \%$ of the initial portlandite dissolved).


Figure 15: Influence of the mesh size for the position of the drying depth ( $\mathrm{S}_{\mathrm{r}}=\mathbf{8 0 \%}$ ) in the case of isotropic Voronoi particles.

(a) Mean value for the carbonation depth after the calcite volume fraction equal to 0.01

(c) Mean value for the carbonation depth after the porosity (decreased by 10\%)

(e) Mean value for the carbonation depth after the initial portlandite ( $80 \%$ dissolved)

(b) Coefficient of variation of the carbonation depth after the calcite volume fraction

(d) Coefficient of variation of the carbonation depth after the porosity

(f) Coefficient of variation of the carbonation depth after the initial portlandite

Figure 16: Influence of the mesh size for the position of the carbonation depth in the case of isotropic Voronoi particles.


Mean value for drying depth at $S_{r}=80 \%$

Coefficient of variation for drying depth

Figure 17: Reproducibility of the numerical simulations for 3 samples with oblate Voronoi inclusions (position of the drying depth at $\mathrm{S}_{\mathrm{r}}=\mathbf{8 0 \%}$ ).


Figure 18: Reproducibility of the numerical simulations for 3 samples with oblate Voronoi inclusions (position of the carbonation depth after several indicators: calcite formation, porosity decrease, portlandite dissolution)


Figure 19: Mean saturation degree at 1100 days for planes parallel to the exposed face ( X designates the distance from the upper surface): before the steel rebar (external), in the middle of the rebar (middle), behind the rebar (internal).


Figure 20: Mean calcite volume fraction at $\mathbf{8 0 0}$ years for planes parallel to the exposed face ( $\mathbf{X}$ designates the distance from the upper surface): before the steel rebar (external), in the middle of the rebar (middle), behind the rebar (internal).


Figure 21: Mean portlandite volume fraction at 800 years for planes parallel to the exposed face ( $\mathbf{X}$ designates the distance from the upper surface): before the steel rebar (external), in the middle of the rebar (middle), behind the rebar (internal).

$$
\begin{gathered}
D_{C O_{2}}(T)=D_{C O_{2}}\left(T_{\text {ref }}\right) \times \exp \left(-\frac{Q_{D}}{R}\left(\frac{1}{T}-\frac{1}{T_{\text {ref }}}\right)\right) \\
\tilde{k}_{p}(T)=\tilde{k}_{p}\left(T_{r e f}\right) \times \exp \left(-\frac{Q_{p}}{R}\left(\frac{1}{T}-\frac{1}{T_{r e f}}\right)\right) \\
k_{H}(T)=k_{H}\left(T_{r e f}\right) \times \exp \left(-\frac{Q_{H}}{R}\left(\frac{1}{T}-\frac{1}{T_{\text {ref }}}\right)\right) \\
\eta(T)=\eta\left(T_{r e f}\right) \times \exp \left(-\frac{Q_{\eta}}{R}\left(\frac{1}{T}-\frac{1}{T_{r e f}}\right)\right) \\
S_{R}(T)=S_{R}\left(T_{r e f}\right) \times \exp \left(-\frac{Q_{S}\left(P_{l}, T\right)}{R}\left(\frac{1}{T}-\frac{1}{T_{r e f}}\right)\right) \\
Q_{S}\left(P_{l}, T\right)=a_{1}+\frac{a_{2}}{\left(a_{3}+\frac{P_{l}}{P_{m}(T)}\right)^{2}} \\
P_{m}(T)=a_{4}+a_{5}\left(T-T_{r e f}\right) \\
G(u)=V_{p}\left(u, e(u), t_{f i n}\right)-0.33 \times V_{p}\left(u, e(u), t_{0}\right)
\end{gathered}
$$
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